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Abstract

First-principles calculations reveal an unusual electronic state (dubbed as half excitonic insulator)

in monolayer 1T -MX2 (M = Co, Ni andX = Cl, Br). Its one spin channel has a many-body ground

state due to excitonic instability, while the other is characterized by a conventional band insulator

gap. This disparity arises from a competition between the band gap and exciton binding energy,

which exhibits a spin-dependence due to different orbital occupations. Such a state can be identified

by optical absorption measurements and angle-resolved photoemission spectroscopy. Our theory

not only provides new insights for the study of exciton condensation in magnetic materials but also

suggests that strongly-correlated materials could be fertile candidates for excitonic insulators.
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Signal processing uses electrons whereas signal communication uses photons as the

media[1]. They together laid the foundation for today’s information technology. The ma-

nipulation of electrons is based on a charge gap (Eg) in a semiconductor, while photons

can be directly coupled to excitons, which are bound electron-hole pairs. Usually, exci-

ton energies are inside Eg. However, there may be cases where exciton binding energy

(Eb) exceeds Eg, in which a reconstructed excitonic insulator (EI) with a distinctive broken

symmetry may form, as demonstrated by Kohn and coworkers[2] some half century ago. It

subsequently acquires a many-body ground state characterized by the spontaneously-formed

exciton condensate.[3, 4]

Since the proposal, people have kept searching for clues of EIs in semimetals and small-

gap semiconductors. In comparison, less attention has been paid to strongly-correlated

materials[5], despite that the very existence of EI is the result of an electron-correlation

effect, perhaps because of their relatively large Eg. In addition, the strongly-correlated

materials with localized d- or f -electrons often exhibit magnetism(s). Spontaneous exciton

condensation in such systems naturally involves interactions with the spin degree of freedom,

in contrast to the spinless systems where only the charge degree of freedom matters. Despite

the complexity, a study of the excitonic instability in magnetic materials may provide new

physical insights exploiting the multi facets of charge gap, magnetism, and spontaneously-

formed exciton condensate.

For simplicity, let us consider a magnetic system where spin-orbit coupling is small and

hence, to a good approximation, can be ignored. For the sake of discussion, let us also

define a transition energy Et = Eg −Eb, at which a normal to excitonic insulator transition

is energetically favored. In terms of Et, there can be three qualitatively different physical

systems as schematically illustrated in Fig. 1. (a) When both spin channels have Et > 0,

it is a magnetic band insulator; (b) when both spin channels have Et < 0, it is an EI; and

(c) when only one spin channel has Et < 0, it is a new state of matter, dubbed here as

a half excitonic insulator (HEI). The first two cases have been extensively studied in the

literature but not the latter, which will be the focus here. First of all, both spin channels

have gaps but with totally different physical origins, i.e., single-electron physics versus many-

body physics. Second, as the excitons are electron-hole pairs, they naturally obey a bosonic

statistics on a length scale longer than the exciton radius.[4] In contrast, electrons and holes

in the other channel are charged fermions. Therefore, the two spin channels must respond
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FIG. 1: (Color online) Schematic diagrams that classify magnetic insulators in terms of the exciton

Et: (a) an ordinary magnetic insulator when Et > 0 (both spins), (b) a magnetic EI when Et < 0

(both spins), and (c) a magnetic HEI when Et < 0 (single spin). “↑” and “↓” denote electron

spin. Thick black dashed lines denote the energy zero and the thin colored dashed lines denote the

energetically most favorable excitons in each spin. Note that these magnetic systems can still be

ferromagnetic or antiferromagnetic depending on their total magnetic moment.

differently to external stimulus, displaying simultaneously the characteristics of an EI and a

band insulator. Third, as a consequence, coherent flow of excitons will take place in one spin

channel, leading to a perfect insulator in terms of the charge and heat transports[6, 7], while

in the other channel a conventional dissipative transport can be expected. This would result

in various single-spin-like behaviors like spin superfluid[8] as the exciton channel contributes

nothing to low-energy-excitation electronic processes, while the band insulator channel would

not respond to stimuli that probe in particular the many-body phenomena. This unusual

dual functionality could offer a broad and unprecedented application potential in electronics,

spintronics, photonics, and beyond.

In this paper, we show by first-principles calculations that HEI can indeed form in two-

dimensional materials. We propose four of them for experimental verification. These are

monolayer 1T -MX2 with M = Co, Ni and X = Cl, Br (whose parent forms are known to

exist as layered materials [9]). We find Ets for minority spin are all negative, i.e., Et = -83,

-47, -590, and -540 meV for NiCl2, NiBr2, CoCl2, and CoBr2, but Ets for majority spin are all

positive. Interestingly, here Et can be larger than 20 kBT (at room temperature), which has

been unimaginable before. This exceptionally large disparity between the spin channels can

be traced back to the different characteristic low-energy d-d and d-sp orbital excitations that

manifest themselves into a spin-dependent Eb and Eg. We will discuss possible consequences

due to the unique electronic structure of HEIs, as well as the key features that can be used

to experimentally unambiguously identify the HEIs.
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Our density functional theory calculations were performed using the Quantum

Espresso[10] package within the Perdew-Burke-Ernzerhof (PBE) exchange correlation

functional[11]. Optimized norm-conserving Vanderbilt pseudopotentials[12] were employed

with a 70 Ry cut-off. An 18 × 18 × 1 k -point grid was used to sample the Brillouin zone.

To determine the magnetic ground state, lattice parameters and all atomic positions were

fully relaxed until residual forces were less than 1 meV/Å. To calculate Curie tempera-

ture, classical Monte Carlo (MC) simulations were performed on a 200 × 200 supercell with

the Wolff algorithm[13]. Single-shot G0W0 calculations[14] were performed for quasiparticle

band structure using the Yambo[15] code. Energy cut-offs of 60 and 17 Ry, respectively,

corresponding to the exchange and correlation parts of the self-energy were employed and

a total of 480 bands were used to ensure a gap convergence to within 5 meV. The dielec-

tric functions and exciton energies were obtained by solving the Bethe-Salpeter Equation

(BSE)[16].

The four materials we studied share similar EI properties. Below, we will use NiCl2

as an example to illustrate their common physics. Figure 2(a) shows that its geometry

is analogous to 1T -MoS2 with a central triangular Ni layer sandwiched by two Cl layers.

Four phases were considered, which are non-magnetic (NM), ferromagnetic (FM), stripe-

and zigzag-antiferromagnetic (sAFM and zAFM) as illustrated in Fig. 2(b). The FM phase

with a total moment 2 µB is energetically favored by 25, 37, and 620 meV per Ni, respec-

tively, to the zAFM, sAFM, and NM phases. Super-exchange is responsible for the long

range FM order, as the angles between the Ni-Cl-Ni bond are all around ∼90◦ in accordance

with the Goodenough-Kanamori rule[17, 18]. We have estimated the Curie temperature

using a Monte Carlo simulation based on a two-dimensional Ising model with nearest neigh-

bor exchange interactions, which was reported to be more accurate than the mean-field

approach.[19] Measuring the moment variations yields a Curie temperature of 118 K [See

Fig. 2(c)], which is much higher than that of CrX3[20]. The calculated phonon spectrum

in Fig. 2(d) shows no imaginary frequency, which confirms the dynamical stability of the

ground-state FM phase. These results on magnetic phase stability agree well with those

reported in the literature[21].

Figure 3(a) depicts the spin-resolved band structure of the FM ground state at the PBE

level, showing 1.35- and 4.92-eV charge gaps for the minority and majority spin channels,

respectively. While both gaps in Fig. 3(a) are direct, they are located at different k -points:
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FIG. 2: (Color online) (a) Atomic structure (left) and Ni-centered local octahedron (right) of

monolayer 1T -NiCl2 with Ni (Cl) atoms colored in brown (green). (b) Magnetic phases: FM

(top), sAFM (middle), and zAFM (bottom). Open and filled circles are lattice sites on the Ni

plane with opposite local moments. Red dashed rectangles are the supercells used for energy

calculations. (c) Total magnetic moment versus temperature, showing a Curie temperature of 118

K. (d) Phonon spectrum of the FM (ground) state.

namely, the minority spin gap is in the symmetry line between ΓM, whereas the majority

spin gap is at Γ. In the 1T structure, each Ni atom is surrounded by six Cl atoms with an

approximate octahedral symmetry [See the right of Fig. 2(a)] to result in a t2g-eg splitting of

the d orbitals, as can be seen in the projected density of states in Fig. 3(b). Given that the

Ni atom has a 3d8 electronic configuration, the lower-lying t2g states are fully occupied while

the remaining two electrons fill the majority spin eg states. This yields a total magnetic

moment of 2 µB.

The orbital symmetry of the bands in Fig. 3(b) suggests a suppressed dielectric screening

and hence a reduced dielectric function[22], as all the low-energy excitations are parity-

forbidden d-d and d-s transitions[23]. This kind of orbital symmetries decouples Eb from
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FIG. 3: (Color online) Spin-resolved PBE (a) band structure and (b) projected density of states,

and (c) the corresponding G0W0 band structure. In (a) and (c), the minority spin gaps are

indicated. Energy zero is at the top of valence band.

Eg, which has been shown to play a critical role in the formation of EI[7, 24].

On the other hand, Fig. 3(b) shows that the frontier bands exhibit small dispersions due

to the localized nature of Ni 3d orbitals. Flat bands are suggestive of strong electron corre-

lations in the system, which may not be properly accounted for by the PBE approach[25].

For this reason, we have calculated the more accurate G0W0 quasi-particle band structure,

as shown in Fig. 3(c). While on the appearance the bands look similar to those of the

PBE, two important points are worthy to note: first, the gaps are increased considerably by

almost 2 eV to 3.37 and 6.30 eV, respectively; second, the band structure is qualitatively

different from that of the PBE in the sense that the minority, instead of the majority, spin is

now responsible for the valence band maximum. To further justify the band characteristics,

we performed dynamical mean-filed theory calculations, which is not only based on substan-
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tially different approximations from density functional theory but also a powerful method

for strongly correlated electrons[26–28]. The results shown in Fig. S1 [29] reveal the same

ground-state electronic properties as reported above.

The localized nature of the Ni 3d orbitals suggests the formation of tightly-bound Frenkel-

like excitons, whose binding energy can be greatly enhanced by an increased electron-hole

interaction in two dimension due to the reduced dielectric screening. To this end, we have

solved the BSE for the dielectric function and exciton energies. Figure 4(a) shows the

imaginary part of the dielectric function, along with the contributions from the two different

spins. The two distinct band gaps, namely, those for minority and majority spins (at the

energies of 3.37 and 6.30 eV as denoted by red and blue dots), divide the spectrum into three

regions. When the excitation energy is less than the Eg of minority spin, the excitations are

mainly those associated with d-d transitions within the minority spin. When the excitation

energy is larger than the Eg of minority spin but smaller than the Eg of majority spin, the

excitations are associated with p-d transitions within the minority spin. When the excitation

energy is larger than the Eg of majority spin, the excitations become much less featured and

spin-independent.

Given the symmetry-forbidden transitions at low energies, dark excitons can be expected.

Figure 4(b) compares all the excitons (i.e., gray vertical lines) calculated by the BSE with

the low-energy absorption spectrum below the Eg of minority spin. Two dark excitons below

the d-d transitions (denoted by X1 and X2) are noteworthy. In particular, the X1 consists

of a “double-line” structure with an energy splitting of 27 meV. As it turns out, these two

excitons share a similar physics, so in the following we will focus our discussion on the X1

state with lower energy.

For comparison, three optically visible peaks are also denoted by D1, D2, and D3 in Fig.

4(b). These bright excitons are expected to be distinctly different from X1 and X2. To

elucidate the differences, Fig. 4(c) (left) plots the reciprocal-space wavefunctions for the X

and D series. One may note that these excitons occupy all or most of the Brillouin zone

(BZ), which are contrasted to the Wannier-Mott excitons occupying only a small part of

the BZ[30], but are in great resemblance to the Frenkel excitons. Indeed, real-space exciton

wavefunctions in Fig. 4(c) (right) reveal that both the X and D excitons are highly localized

to within only a few unit cells. Specifically, the structured X1 and X2 reflect the hopping

between nearest neighbor Ni atoms but with subtle differences. The structured D1 and D2
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FIG. 4: (Color online) (a) Imaginary part of the dielectric function. The black solid line is obtained

from the BSE with contributions from individual spins color-coded with red and blue, vertical

lines denoting the corresponding Eg. The gray solid line is obtained from the independent-particle

(IP) approximation, i.e., ignoring electron-hole interactions. (b) Exciton energies (vertical lines),

superimposed on the imaginary part of the BSE dielectric function in (a) in the low-energy region.

Xi and Di denote dark excitons and the peak positions of ε2, which are indicative of bright

excitons. (c) Reciprocal-space (left) and real-space (right) exciton wavefunctions modulus. The

real-space wavefunctions are highly localized on Ni atoms. To show the fine details, we truncate

the wavefunctions modulus at 20% of their maximum values. In the plots, the hole (the green dot)

is fixed at central Ni.

reflect, on the other hand, second nearest neighbor hopping, while that of D3 reflects the

third nearest neighbor hopping. Generally speaking, the further away the hopping distance

between Ni atoms, the further away the electron and hole centers, and hence the smaller

the Eb. As the exciton radius increases, Fig. 4(c) shows that more Cl states are included in

the exciton wavefunction, whose hybridization with the d states of Ni atoms progressively
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breaks the parity selection rule[23].

The rich spectral features in Fig. 4(b) are in fact many-body effects due to the nearly

flat d bands. To see this, we show in Fig. 4(a) by gray line the independent-particle (IP)

dielectric function εIP2 (~ω) [31], which is calculated within the single-electron picture. In a

startle contrast to the numerous distinguishable peaks in ε2(~ω), ε
IP
2 (~ω) exhibits only a

featureless broad peak in the energy range between 3.4 and 4.2 eV, as a reminiscence of the

nearly degenerate single-electron d bands in Fig. 3(b).

The Coulomb interaction between 3d electrons is noteworthy. Previous study[21] showed

that this can change the relative energies of Ni 3d and Cl 3p orbitals, causing significant

p-d hybridization and possibly affecting the low-energy excitons. To explore the effect, we

conducted hybrid functional (HSE06 [32, 33]) and PBE+U [34] calculations. The calculation

details and results are given in the Supplemental Material[29]. Indeed, we find an increased

p-d hybridization for both two kinds of calculations. However, the essence of low-energy

excitons remains largely unchanged and a stronger excitonic instability is manifested by

a much more negative Et. Specifically, HSE06@BSE yields an Et = −945 meV, which is

one order of magnitude larger than Et = −83 meV by PBE@G0W0@BSE. Similar trend

is revealed by PBE+U method based on physically meaningful U values of 5∼6 eV that

can reproduce the experimental spectra of NiO [34, 35]. Also, PBE+U@BSE yields an Et

= −1220 (−847) meV corresponding to U = 5 (6) eV, comparable with the HSE06@BSE

value of −945 meV.

As discussed earlier, a negative Et implies thermodynamic instability in the minority-

spin channel of a band insulator, leading to the formation of HEI, as shown in Fig. 1(c).

When this happens, the system is expected to display novel single-spin phenomena associ-

ated with a Bose-Einstein condensate[2, 4, 7] in the minority spin. Unlike other EIs being

studied to date, however, here the excitonic instability occurs in systems with an Eg up

to 3.37 eV, which are insulating under the ambient conditions. This dramatic result is a

direct consequence of the strong correlation effect of localized 3d electrons, which causes

a significantly-reduced screening and subsequently highly tightly-bound excitons. Many-

body flat-band effects have recently attracted considerable attentions, e.g., unconventional

superconductivity in magic-angle graphene[36], high-temperature fractional quantum Hall

states[37] and ferromagnetic ordering[38].

The condensation of spin-singlet excitons in only one of the spin channels is distinctly
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FIG. 5: (Color online) A schematic illustration of the formation of X1 exciton. It corresponds to

a |d8d8>→ |d7d9> excitation. “↑” and “↓” denote occupied d-electrons with up and down spin.

An X1, as can be seen in the encircled area, is formed by elevating a down-spin electron (red “↓”)

to the nearest neighbor Ni, leaving a hole (red filled circle), which makes two adjacent Ni atoms

differ in their valency (+3 and +1).

different from the condensation of excitons in cobalt oxides, which are spin triplet[39, 40].

In particular, the onset of the EI state here is not accompanied by a usual metal-insulator

transition. Rather, the emergence of the single-spin-channel EI is closely related to the

unique characteristics of the magnetic band structure of the host material. One may attempt

to describe such a system using the (extended) Falicov-Kimball model designed for the

spin-singlet exciton condensate[5, 41, 42]. However, both intra- and inter-band Coulomb

interactions may have to be included to properly describe our systems.

The formation of excitons, in particular, the X1, alters the magnetic properties from those

of a single-particle band picture, as schematically illustrated in Fig. 5. Within the single-

electron picture, each Ni atom (3d8) fully occupies the t2g states as well as the majority

spin eg states with FM ordering as the ground state. With the exciton X1 state, however,

an electron in the minority t2g states could “permanently” hop to the neighboring Ni eg

states, as the hopping lowers the system energy by forming HEI. This causes the adjacent

Ni atoms, on which the exciton resides, differ in their valencies (+3 and +1). Note that none

of the excitons is localized on a particular atom. In other words, one can move the holes

in the real-space plots in Fig. 4(c) to any Ni atom. This implies that all Ni should have a

mixed valency, which is a hallmark of double-exchange mechanism for FM[43], opposed to

the super-exchange mechanism discussed earlier within the single-electron band picture.

In a non-magnetic system, it is usually the large electron-hole binding energy (Ee-h) that

drives the EI formation. In a magnetic system, however, exchange interaction (Eex) also
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contributes. Taking the case in Fig. 5 as an example, the formation of X1 benefits from

both a Coulomb attraction between the electron-hole pair and an exchange coupling of the

excited electron with three t2g states on the same Ni1+ ion. These energies compete with

the excitation energy between t2g and eg (i.e., Et2g -eg). Evidently, the exciton stabilization

energy Ee-h + Eex − Et2g -eg depends on the coupling between local moments. Thus, the

strength of the magnetic coupling is responsible for two transition temperatures: one is TM
C

for magnetic phase transition, while the other is TE
C for the formation of exciton condensate.

When TM
C < TE

C , one can have a situation where the system is non-magnetic in the one-

particle spectrum but magnetic in the many-body spectrum.

While all four HEIs in our study share commonality, there are also differences. For

example, monolayer 1T -CoCl2 and 1T -CoBr2 exhibit a spontaneous symmetry-breaking

due to one less electron of Co than Ni, which splits the Co t2g states further into a doublet

and a singlet. The resulting “intra-t2g” transitions give rise to an excitonic instability in the

minority spin. Because of the relatively small energy splitting of t2g for Co, much larger Ets

are found for CoCl2 and CoBr2 as compared to those of NiCl2 and NiBr2.

Let us now turn to experimental verification of HEIs. In this regard, optical absorption

is a direct tool to differentiate between band and excitonic insulators. In a band insulator,

the optical gap is given by the difference between Eg and Ebr
b where the superscript (br)

denotes the first bright exciton, while in an EI, it would be Eb, provided that one can ignore

many-body excited states[44, 45]. Angle-resolved photoemission spectroscopy (ARPES) is

another useful tool to observe such a characteristic transition. From a practical point of

view, however, the Ni systems with a relatively small Et < 100 meV might be easier to

study than the Co systems for their significantly larger Et. One can also directly measure

the magnetic responses: for example in the case when TM
C > TE

C , while the system remains

to be in the FM ground state, the formation of HEI qualitatively alter the magnetic coupling

mechanism. Hence, a change in the magneto resistivity and/or magneto optical responses

should take place near TE
C .

In summary, using first-principles calculations we identify a new state of matter — the half

excitonic insulators which combines charge gap and magnetism with spontaneous formation

of excitons. Excitons are bosons. As such, the results here also blend magnetic degrees of

freedom with Bose-Einstein condensation. The many-body physics of the HEIs distinguishes

themselves from the physics of band insulators markedly. Hence, we expect the HEIs to offer
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a great potential in electronic, spintronic, and photonic applications. Moreover, since it is

the dark exciton that causes the excitonic instability, low-energy excitations in such an EI

may involve transitions only between many-body dark states, opposed to those between

one-particle ground state and many-body excited states[46, 47]. This unique feature not

only allows for a direct probing of the dark excitons, which has not been possible before,

but also offers the possibility of establishing selection rules (if any) or at least the spectral

weights in many-body systems for which the physics is still in its infancy.
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