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In recent years, ultrafast pump-probe spectroscopy has provided insightful information about non-equilibrium
dynamics of excitations in materials. In a typical experiment of time-resolved x-ray absorption spectroscopy, the
systems are excited by a femtosecond laser pulse (pump pulse) following by an x-ray (probe pulse) after a time
delay to measure the absorption spectra of the photoexcited systems. We present a theory for nonequilibrium
x-ray absorption spectroscopy in one-dimensional strongly correlated systems. The core hole created by x-ray
is modeled as an additional effective potential on the core hole site which changes the spectrum qualitatively. In
equilibrium, the spectrum reveals the charge gap at half-filling and the metal-insulator transition in the presence
of core hole effect. Furthermore, a pump-probe scheme is introduced to drive the system out of equilibrium
before the x-ray probe. Effects of the pump pulse with varying frequency, shape and fluence are discussed
on the dynamics of strongly correlated systems for in and out of resonance. The spectrum indicates that the
driven insulating state has a metallic droplet around the core hole. The rich structures of nonequilibrium x-ray
absorption spectrum give more insight on the dynamics of electronic structures.

The primary goal of x-ray spectroscopy is to probe the
properties of core level electrons and its coupling to the elec-
trons near Fermi energy [1, 2]. In contrary to the angle-
resolved photoemission spectroscopy, which provides an ac-
curate measurement of low-energy band structure [3–6], the
x-ray spectroscopy offers a sensitive and versatile probe of the
high-energy excitations. On the other hand, the rapidly devel-
oped resonant inelastic x-ray scattering, a photon-in photon-
out process, provides more information on the excitation spec-
trum [7–10]. The short time evolution of slightly excited ini-
tial state in both bosonic and fermionic systems can be ex-
ploited to answer fundamental questions in condensed matter
physics and strongly correlated systems. In cold atom sys-
tems where the atoms have relatively slow motions [11], sev-
eral studies have investigated the relaxation of the quantum
state after the sudden quench [12, 13] and proposed scheme
to probe the properties of many-body state [14–16]. The ul-
trafast laser spectroscopy provides an additional gear to in-
vestigate the electronic structure of excited states in materi-
als. Although the photoexcited carriers usually have short life-
time [17], the state-of-the-art pump-probe technique can still
study the time evolution of the materials, for instance, cuprate
superconductors [9, 18, 19], transition metal oxides [20, 21],
and charge density wave compounds [19, 22–24]. Along
with the development of table-top x-ray source [25, 26],
the reconstruction of the charge, spin, and lattice dynam-
ics [27, 28] from time-resolved x-ray spectroscopy is within
reach. The obtained insight will be very helpful in understand-
ing emergent phenomena in strongly correlated electron sys-
tems, among which Mott insulator-metal transition is one of
the intriguing phenomena and the properties of excited state
spectrum is difficult to measure. By using x-ray absorption in
experiments [29–31], one can determine the metal-insulator
transition as the temperature varies or doping changes [18].
The dynamics of such systems, driven out of equilibrium by
external stimuli, can provide insight into the underlying inter-
actions between different coupling mechanisms within femto

to picosecond time scales [32, 33]. Selective measurement
techniques are necessary to probe specific excitations since
the connection between various types of excitations is hidden
deep in the quantum wavefunction, which cannot be observed
directly.

Different from other probe techniques, the x-ray absorption
spectroscopy (XAS) also brings out the core hole effect [34–
37]. Combined with the valance-electron quantum dynamics,
the core hole effect is expected to create novel phenomena
in non-equilibrium systems. In this Letter, we propose a sin-
gle band model to study both the static and nonequilibrium
(NE) XAS of one-dimensional strongly correlated systems.
We model the core hole created by the incident x-ray as an
attractive potential to the valence electrons [38]. In equilib-
rium, the spectrum reveals the metal-insulator transition for
systems at the half filling due to the core hole effect. The NE
spectrum have even more features including a metallic droplet
around the core hole from a driven insulating state. Further-
more, the NE-XAS shows a resonance between the frequency
of the incidental pump pulse and the charge gap of the sys-
tems.

Theoretical formalism – Starting from a conventional two-
orbital model [38] and considering the dipole matrix element:
〈3dσ|Tσ|2p〉 between two orbitals for absorption where Tσ
is a dipole transition operator, we propose an effective sin-
gle band model to capture the x-ray absorption spectrum. In
equilibrium, the valance electron are described by a Fermi-
Hubbard model (FHM),

H = −J
∑
〈ij〉,σ

(d†iσdjσ + h.c.) + U
∑
i

ni↑ni↓, (1)

where d†iσ is fermion creation operator with spin-σ at site-
i and the density operator is niσ = d†iσdiσ . Hereafter, the
hopping amplitude is set to unity J = 1 and time unit is t0 =
~/J . In general, the XAS can be determined from the Fermi
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Golden rule

IXAS(ω) =
∑
σ

∑
F

|〈F |d†mσ|I〉|2δ(EF − EI − ~ω). (2)

Here, |I〉 (|F 〉) and EI(F ) are the initial (final) states and
energies, d†mσ denotes the electron excited from core level
to valence band with spin σ at site-m. Using the identity
δ(x) = − 1

π limΓ→0+ Im
{

1
x+iΓ

}
, the intensity can be ex-

pressed as IXAS(ω) = − 1
π

∑
σ ImAσ(ω), with the quantity

Aσ(ω) given by

Aσ(ω) = −i
∫ ∞

0

dteiωte−ΓtAσ(t) (3)

= −i
∫ ∞

0

dteiωte−Γt〈I|eiHtdmσe−iHmtd†mσ|I〉.

Here, the Γ represents the core hole lifetime broadening ef-
fect. The Hm inside the non-local time correlation function
A(t) is the sum of the equilibrium Hamiltonian H and the
effective attractive potential −Vch

∑
σ nmσ due to the pres-

ence of core hole. In some of the transition metal oxides, the
typical core-valence interaction is about 30% stronger than
the valence-valence interaction [38, 39]. The initial state, |I〉,
is the many-body wavefunction right before the x-ray probe
kicks in. Below we consider two situations: (i) the initial state
is ground state of the Hamiltonian and (ii) a NE initial state
encoding the effect of pump pulse.

Static XAS – In the equilibrium case, we use the ground
state of Eq. (1) as initial state, which can be obtained by
density matrix renormalization group accurately [13, 40, 41].
For non-interacting fermions, the wavefunction is a Slater de-
terminant, which can be expressed as a matrix product state
(MPS) [41, 42]. Here, different initial interactions and filling
fractions, n̄f =

∑
iσ niσ/L where L is the number of lattice

sites, are studied. The non-local time correlation function is
solved in time evolving block decimation [43–45] under MPS
framework [13, 46–49]. Since the initial state is the ground
state of the FHM, the evolution operator acting on the bra state
can be reduced to a phase factor, i.e. 〈GS|eiHt=eiEGSt〈GS|
with ground state energyEGS . Due to the finite lifetime of the
core hole, the simulation of real time dynamics is not required
to be long to capture the spectrum quantitatively. Through-
out this work, we use time step δt= 10−3t0 in second order
Suzuki-Trotter approximation for time evolution and core hole
lifetime Γ=0.2J for calculations of spectra.

The main objective is to capture the core hole effect in
the XAS of strongly correlated systems. Starting from non-
interacting Fermi sea state at half filling, shown in Fig. 1(a),
the results show that the spectrum is split into two peaks from
one due to the core hole potential. It is worthy to mention
that the spectrum corresponds to the absorption part of the
spectral density in the absence of core hole potential [38].
The locations of the peak indicate the corresponding bound
state energy due to core hole potential, which is around ωd
(ωs) for doubly- (singly)-occupied bound state at the core
hole site, as marked in Fig. 1(a) where the amplitudes of both

FIG. 1. The static XAS under filling fraction (a)-(b) n̄f = 1 and (c)
n̄f = 2/3. In (a), the initial state is Fermi sea state (U = 0) and
different core hole potentials, Vch/J=0 (blue), 4 (red), 12 (purple),
are considered. The spectrum splits in the presence of non-zero core
hole potential. In (b) and (c) with shared legend, the initial state is
the ground state with different U ’s and the core hole potential is set
to Vch =12J . (d) The frequency difference versus core hole potential
from Fermi sea state with different fillings. (e) The frequency dif-
ference versus interaction with different fillings where the core hole
potential is set to Vch =12J (filled) and Vch =8J (open).

peaks are roughly the same. The difference of these two fre-
quencies, ∆ω = ωs−ωd, reveals the core hole potential as
shown in Fig. 1(d) on all three different fillings. For interact-
ing fermions away from the half filling, shown in Fig. 1(c),
the singly-occupied state still has stronger amplitude and all
peaks around −Vch, which signals the presence of core hole
potential. On the other hand, the doubly-occupied state shifts
in frequency as the interaction changes and is around U−2Vch.
This explains the energy difference ∆ω=Vch−U as shown in
the Fig. 1(e). Therefore, the XAS can enable us to determine
the core hole potential and the interacting strength of the mea-
sured strongly correlated systems. For systems at half filling,
three different interaction strength are compared in Fig. 1(b).
In order to make a comparison to free fermions, the frequency
is shifted to match the symmetric point determined by the
density of states [38]. Comparing to the systems away from
half filling, where only the doubly-occupied state has the fre-
quency shifted by U , both peaks are now shifted due to the
strongly correlated effects. After the core electron is excited,
the core hole site is nearly a doubly-occupied in this Mott in-
sulating phase. Since the filling factor is exactly at half orig-
inally, the excess electron forms a doublon even if the elec-
tron escapes from the core hole site. This doublon outside the
core hole site makes the frequency of singly-occupied bound
state shifted by U as well as the doubly-occupied bound state.
Therefore, in the half filling, the energy of singly-occupied
state is shifted to ω′s=U−Vch and the frequency difference is
independent of the interaction as two different core hole po-
tentials shown in Fig. 1(e).

In addition, the weight of corresponding response also re-
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veals important information about electronic structure. It is
defined as

Wi =

∫ ωi+δω

ωi−δω
IXAS(ω)dω, (4)

where the δω is a finite width that covers the decay tail due
to the broadening. The spectrum is normalized such that∑
iWi ≈ 2 due to spin degrees of freedom. It is known

that the charge gap exists in one-dimensional half-filled FHM
with any finite U in the thermodynamic limit [50, 51]. From
Fig. 1(b), we can immediately observe this feature. In the ab-
sence of interaction, both singly- and doubly-occupied bound
state have almost the same weight. As the interaction in-
creases, the weight of doubly-occupied state always domi-
nates over the singly-occupied state. We notice that the chem-
ical potential shift is not only manifesting in the change of the
dominant peak position, but also the relative intensity trans-
fer between the ωd and ωs peaks [52, 53]. Also, this weight
transfer depends on the strength of both Hubbard interaction
and the core hole potential. Figures 2(b) and (c) give a more
quantitatively analysis on the shifting weight for varying in-
teraction strength and core hole potential. At the half filling,
both peaks have equal weight from the Fermi sea state and the
signals from doubly-occupied state becomes more dominant
as the interaction becomes finite for various core hole poten-
tials, especially in a deep core hole potential (compare the
weight for Vch = 4J and 8J in Fig. 2(b)). This suggests that
the charge gap opens in finite interactions. In the low electron
occupation limit, the dominant signals is always the singly-
occupied state as shown in Fig. 2(c). In the weak interaction
regime, U < 4J , the weight distributions are almost identical
despite different core hole potentials.

Nonequilibrium XAS – When a laser pulse is incident be-
fore the x-ray photon, the initial state in Eq. (3) is no longer
the ground state of the FHM. We model the effect of the
laser pulse via a time-dependent Pieles phase in the Hamil-
tonian, J → JeiA(t), where the phase has a gaussian profile,
A(t)=A0e

−(t+td)2/2τ2

cos Ω(t+ td) with intensity A0, cen-
tral frequency Ω and pulse shape with width τ and a time delay
td (We set the probe always starting at t = 0). The average
incoming number of photons per lattice site from the pump is

FIG. 2. (a) The XAS for different fillings under the same interaction
U=2J and core hole potential Vch =12J . The weight of XAS from
singly (open symbols) and doubly (fille symbols) occupied state in
(b) n̄f = 1 and (c) n̄f = 1/3 under different interactions and core
hole potentials.

FIG. 3. The NE-XAS with core hole potential Vch = 12J and dif-
ferent time delay for (a) U = 2J , (b) 4J , (c) 6J , and (d) 8J un-
der the pulse fluence Ωt0 = 3, τ = 2t0, A0 = 0.1 in (a)-(c), and
A0 = 0.3 in (d). In (c) and (d), the peak around ω ∼ −12J (ma-
genta arrow) emerges as a singly-occupied core hole signal from the
metallic droplet. The system is at the half filling.

estimated to be ∝A2
0Ωτ . In order to capture the effect from

the pump pulse, the time delay is chosen large enough where
the amplitude of the pulse is almost vanished (A(0) < 0.1)
before measuring the XAS. Therefore, the real time dynamics
of initial ground state wavefunction under the pulse needs to
be simulated before calculating the non-local time correlation
function. In other words, the initial state in Eq. (3) is given by
|I〉= Û(−2td, 0)|GS〉, where Û is the time evolution operator
of the FHM including the interaction with the electromagnetic
field.

We first vary only the time delay by keeping the pulse in-
tensity, frequency, and shape fixed. The NE-XAS for the half
filling is shown in Fig. 3 with different time delay td. Since
our model does not include the relaxation effect, the NE-XAS
will never recover back to the equilibrium one even after an
extended time delay. Here, the spectrum from different time
delays does not change much since the state only picks up
some extra phases after the tail of the pulse diminishes. Small
changes of the frequency and amplitude (See the insets of
Fig. 3) are due to the infinitesimal tail of the pulse. As long
as the time delay is long enough, the signals become trans-
lational invariant in time as one compares the td = 5t0 and
6t0. Also, the shifting of the peaks is roughly equal to the en-
ergy changes of the state from the pumping. Beside that, the
spectrum is qualitatively different from the one at equilibrium.
First of all, there are only two major peaks in the equilibrium
spectrum, but the NE-XAS exhibits much rich feature from
the excited states. For the weak interaction case, e.g. U=2J ,
new peaks emerge around ωd(s) +3J , where the shift matches
the pump pulse frequency Ω. As the interaction increases to
4J , the fluence from the pulse is severe and this is because the
Mott gap is close to the frequency of the pump pulse. This
resonance effect will be elaborated later. Once the interaction
reaches 6J and 8J , a new peak emerges around −Vch. As we
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FIG. 4. (a) The changes of weight (filled symbols) and frequency
(empty symbols) of the doubly occupied state versus interaction un-
der the intensity A0 =0.1. (b) The frequency shift of the doubly oc-
cupied state versus different intensity under different interactions. In
(a) and (b), the pump pulses have Ωt0 =3, τ=2t0, and td =6t0. (c)
The changes of weight (filled symbols) and frequency (empty sym-
bols) of the doubly occupied state versus interaction when systems at
half filling under fluence Ωt0 = 6, width τ=3t0, time delay td =6t0,
andA0 =0.1. (d) The NE-XAS for systems at half filling with differ-
ent U ’s under single cycle THz pulse fluence Ωt0 = 1, width τ=3t0,
time delay td = 6t0 and intensity A0 = 1. The inset shows the THz
pulse profile. The core hole potential is set to Vch =12J in all panels.

have discussed in the equilibrium spectrum, this energy corre-
sponds to the singly-occupied state (ωs) from a metallic state.
Since the photoemission spectrum shows that the system re-
mains gapped [38], the results conjecture that this metallic sig-
nal is induced by the core hole and should be a droplet around
the core hole site. The similar effect is reported in supercon-
ductors with impurity or disorder [54].

We then vary the intensity of pulse to study the quantita-
tive change of the NE-XAS, by using the same time delay
td = 6t0 to ensure the pump pulse is almost finished. In
Fig. 4, quantitative analysis of nonequilibrium XAS are shown
under different shapes of the pump pulse. For all interac-
tion strengths, both the singly- and doubly-occupied peaks
get smaller weight as the intensity increases. One expects
that the system will melt down and the spectrum will become
complete featureless as the state is excited into the continuum
when the pump pulse is very strong. Before that, the spectrum
appear to have peaks separated by the energy closed to pump
pulse frequency. More interestingly, the pump pulse used here
has frequency Ωt0 = 3 and strongest influence on the U = 5J
state. Considering the same intensity, A0 = 0.1 and 0.15 for
example, the shift of frequency of the doubly-occupied state
are larger for U=5J as shown in Fig. 4(b). As the interaction
increases to 6J and 8J , the effects of frequency shift and the
weight of doubly-occupied state are also smaller than the one
of U=5J , where the detail comparison is shown in Fig. 4(a).
By switching the frequency to Ωt0 = 6, the detail spectrum is

shown in Supplemental Material and the shifting of frequency
is shown in Fig. 4(c). The shift of frequency is bigger as the
interaction increases and reaches maximum around 8J . The
effect diminishes once the interaction becomes stronger. From
the results of two different frequencies, both the shift of fre-
quency and the change in the weight of the doubly-occupied
state give the same conclusion that there is a resonance be-
tween the pump pulse frequency and the the charge gap in
the systems. On the other hand, for the single cycle terahertz
(THz) pulse with frequency Ωt0 =1, as shown in Fig. 4(d), the
results show that the spectrum becomes featureless for weak
and intermediate interactions (e.g. U≤4J). As the interaction
becomes stronger, the NE-XAS is less affected by the pump
pulse. For instance, U=8J , the shift of frequency and change
in weight are minimal when compared to the static XAS.

Conclusion – We have proposed a single band model to
capture the core hole effect in the XAS and calculated the
spectrum of one-dimensional strongly correlated system. The
static XAS is able to distinguish the corresponding core hole
potential and interaction strength of the strongly correlated
materials. Due to the strongly correlated effect, the static XAS
reveals the charge gap from the doubly-occupied bound state
when the system is half filling with finite interaction. Fur-
thermore, considering the pump pulse with different time de-
lay, intensity and frequency, the NE-XAS show that the driven
system has a metallic droplet around the core hole, which is a
similar phenomenon as an impurities influence the electronic
states of superconductors. Our results have uncovered that the
static and nonequilibrium XAS can help to identify the excita-
tions contributing to the spectrum and guide the future pump-
probe experiments on strongly correlated materials, such as
Sr2CuO3+δ [55–57] or other cuprate compounds with Cu-O
corner (or edge) sharing chains [57–59]. Those materials can
be successfully synthesized and some of them can be doped
away from the half filling, on which the photoemission spec-
trum have also been measured [55].
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A. Barthélémy, et al., Nano Lett. 18, 2226 (2018).

[32] C. Giannetti, M. Capone, D. Fausti, M. Fabrizio, F. Parmigiani,
and D. Mihailovic, Adv. Phys. 65, 58 (2016).

[33] M. Ligges, I. Avigo, D. Golež, H. U. R. Strand, Y. Beyazit,
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