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Engineering controllable, strongly interacting many-body quantum systems is at the frontier of
quantum simulation and quantum information processing. Arrays of laser-cooled neutral atoms in
optical tweezers have emerged as a promising platform, because of their flexibility and the potential
for strong interactions via Rydberg states. Existing neutral atom array experiments utilize alkali
atoms, but alkaline-earth atoms offer many advantages in terms of coherence and control, and also
open the door to new applications in precision measurement and timekeeping. In this work, we
present a technique to trap individual alkaline-earth-like Ytterbium (Yb) atoms in optical tweezer
arrays. The narrow 1S0 -3P1 intercombination line is used for both cooling and imaging in a magic-
wavelength optical tweezer at 532 nm. The low Doppler temperature allows for imaging near the
saturation intensity, resulting in a very high atom detection fidelity. We demonstrate the imaging
fidelity concretely by observing rare (< 1 in 104 images) spontaneous quantum jumps into and out
of a metastable state. We also demonstrate stochastic loading of atoms into a two-dimensional, 144-
site tweezer array. This platform will enable advances in quantum information processing, quantum
simulation and precision measurement. The demonstrated narrow-line Doppler imaging may also
be applied in tweezer arrays or quantum gas microscopes using other atoms with similar transitions,
such as Erbium and Dysprosium.

Neutral atom arrays are an emerging platform for
quantum simulation and quantum information process-
ing. The use of individual optical tweezers [1] to trap
atoms offers unprecedented control for bottom-up assem-
bly of large-scale quantum systems, while interactions
and entanglement can be realized through collisions [2],
Rydberg states [2–8], optical cavities [9] or the formation
of molecules [10]. Crucially, the entropy associated with
stochastic loading from a magneto-optical trap (MOT)
can be eliminated using rapid imaging, feedback and re-
arrangement of the atoms’ positions [11], allowing for uni-
form filling of large 1D [12], 2D [13, 14] and 3D [15, 16]
arrays. In recent years, these systems have been used
to probe many-body quantum dynamics [7, 8] engineer
multi-qubit gates, and prepare entangled states [2, 4–6].

All experiments to date involving optical tweezers have
utilized alkali atoms, in particular Rb [1, 2, 4, 12–14, 16],
Cs [6, 10, 17] and Na [10, 17]. However, alkaline earth
atoms offer several intriguing advantages [18] including
ultra-long coherence for nuclear spins in the J = 0 elec-
tronic ground state, a combination of strong and nar-
row optical transitions for rapid laser cooling to very
low temperatures, and metastable shelving states to fa-
cilitate high-fidelity qubit readout. Interaction between
nuclear spin qubits can be realized using Rydberg states
(which feature strong hyperfine coupling in alkaline earth
atoms [19–21]) or coherent spin-exchange collisions using
the metastable clock state [22–25]. Furthermore, Ryd-
berg states may be trapped using the polarizability of
the alkali-like ion core [26]. Lastly, alkaline earth atoms
are widely used in optical lattice clocks for precision
timekeeping and measurement because of their long-lived
metastable states [27].

In this work, we demonstrate an approach to pro-
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FIG. 1. (a) Relevant energy levels for 174Yb, with transition
wavelengths (λ) and linewidths (Γ) indicated. (b) Diagram
of experimental setup indicating the geometry of the cooling,
imaging and trapping beams. Two of the 3D MOT beams
are in the xy-plane, while the third propagates through the
objective lens along the z-axis. The angled imaging beam is
in the xz-plane. For other details, see text. (c) Average and
(d) single-shot images of atoms in a 4x4 tweezer array, with
6 µm spacing (35 ms exposure time). The color bar indicates
the number of detected photons on each pixel.
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duce large-scale arrays of individual alkaline-earth-like
Yb atoms trapped in optical tweezers. Both cool-
ing and imaging are performed on the narrow 1S0 -
3P1 intercombination line (λ = 556 nm, linewidth Γ556 =
2π × 182 kHz), enabled by the convenient “magic” trap-
ping condition for these states with 532 nm trapping
light [28]. The use of a narrow transition allows rapid
cooling to temperatures of 6.4(5) µK, near the theo-
retical Doppler temperature of 4.4 µK for this transi-
tion. In contrast to most previous single-atom detection
schemes relying on polarization gradient [1], Raman side-
band [29–31] or EIT [32, 33] cooling during imaging, the
narrow linewidth enables high fidelity imaging in shallow
traps using Doppler cooling alone. Individual Yb atoms
have previously been imaged in quantum gas microscope
experiments using the strong 1S0 transition at 399 nm
(Γ399 = 2π × 29 MHz), overcoming the high Doppler
temperature (700 µK) by simultaneously cooling on the
3P1 transition [28] or by using very deep (> 30 mK) opti-
cal potentials without cooling [34]. The present technique
is the first to demonstrate very high-fidelity, low-loss
imaging in shallow traps, as required for rearrangement-
based generation of uniformly filled tweezer arrays. As
an outlook, we demonstrate a 144-site (12x12) tweezer
array, stochastically loaded with atoms.

Our experimental apparatus is depicted schematically
in Fig. 1b. At the center is a glass cell with primary
windows of 2.3 in. diameter and 6.35 mm thickness. An
objective lens designed to compensate for the window
thickness, with numerical aperture NA=0.6 (Special Op-
tics), is used to focus the tweezer array and image fluo-
rescence from the trapped atoms. 174Yb atoms from a
needle-collimated oven [35] at 440◦C are initially cooled
in a 2D MOT operating on the broad 399 nm transition,
then accelerated through a differential pumping tube into
the glass cell using a push beam on the 556 nm inter-
combination line [36]. The 2D MOT is connected to the
glass cell at an angle, such that the atoms sag 25 mm
under gravity during flight, allowing optical line-of-sight
between the 2D MOT and the glass cell to be blocked by
a pick-off mirror. In the glass cell, the atoms are directly
loaded into a frequency-broadened 3D MOT operating
on the 556 nm transition, then compressed into a single-
frequency MOT to load the optical tweezers. The MOT
beams are in an orthogonal six-beam configuration, with
the vertical beams passing through the objective lens.
We typically load 2 × 105 atoms with a density of 1011

cm−3 in 200 ms.

The optical tweezer array is generated by a pair of
orthogonally-oriented acousto-optic deflectors (AODs)
[2, 12], driven by arbitrary waveform generators. The
tweezers are focused to a beam waist (1/e2 radius) of ap-
proximately 700 nm, with 6 mW of power per tweezer at
the input to the objective, yielding a trap depth U0/h = 6
MHz (U0/kB = 0.29 mK, where kB is Boltzmann’s con-
stant). After overlapping the compressed MOT with the
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FIG. 2. (a) Differential light shift of the 1S0 - 3P1 transition
as a function of the ground state optical tweezer depth. The
tensor light shift lifts the degeneracy of the 3P1mJ levels,
resulting in different potentials for the mJ = 0 (black) and
mJ = ±1 (red) excited states. The light shift for the 1S0 -
3P1mJ = 0 transition is 1.6% of the ground state trap depth,
corresponding to a shift of only Γ556/2 under typical trap-
ping conditions. The horizontal axis is calibrated using the
previously measured value of the 3P1mJ = ±1 polarizability
at 532 nm [28]. (b) Lifetime and scattering rate of trapped
atoms under various imaging intensities at a typical imaging
detuning of ∆ ≈ −1.5Γ556. The black curve is a fit to a
saturation model. The lifetime decreases exponentially with
increasing imaging power above I/Isat ≈ 4 (red line guides
the eye). We find I/Isat ≈ 3 to be the optimal balance of
photon scattering rate and lifetime for this detuning.

tweezers for a loading time of 30 ms, the 3D MOT beams
are turned off and the trapped atoms are imaged using a
retro-reflected beam propagating diagonally with respect
to the tweezer propagation direction (Fig. 1b), with pro-
jection onto both the radial and axial oscillation direc-
tions. Fluorescence from the atoms is collected through
the objective and imaged onto a sCMOS camera (Pho-
tometrics Prime BSI). Average and single-shot images of
a 16-site (4x4) array with a lattice spacing of 6 µm, are
shown in Fig. 1c,d.

To characterize the cooling and imaging properties of
the 556 nm transition, we first measure the differential
light shift of the 1S0 and 3P1 states in the optical tweezers
(Fig. 2a). In the absence of a magnetic field and with
linearly polarized trapping light, the tensor light shift
lifts the degeneracy of the 3P1mJ states, resulting in
different potentials for the 3P1 mJ = 0 and mJ = ±1
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FIG. 3. (a) Histogram of detected photons at a single site for an exposure time of 30 ms (∼ 136,000 images), revealing clear
separation between fluorescence counts for 0 and 1 atom occupancy. Inset: Typical image of single atom, with integration
region indicated. (b) Imaging fidelity, quantified by the probability of disagreement between two subsequent images of the
same array. Two event types are classified: blue points show the probability of bright sites appearing dark in the next image
[Pb→d = P (ni+1 = d|ni = b), where ni = {d, b} denotes the state in image i] and black points show the probability of a dark
site appearing bright in the next image [Pd→b = P (ni+1 = b|ni = d)]. The light blue symbols show the classification using
a simple count threshold, while the other points (blue, black, red) use a pixel-wise Bayesian classifier that has approximately
half the error rate. For exposure times greater than 20 ms, Pb→d is dominated by atom loss, consistent with the independently
measured lifetime (7.2 s) for these imaging conditions (blue curve). Pd→b reaches a floor below 1 × 10−4 that originates from
quantum jumps out of a metastable state. A representative jump event is shown in panel (c): a tweezer initially loaded with an
atom goes dark, but spontaneously becomes bright one second later, though the MOT is off the entire time. The duration of
these events [panel (d)] is consistent with a metastable state lifetime of τm = 0.54(7) s (exponential fit is shown in black). The

black dashed curve in (b) is a fit to Pm(1 − e−t/τm), which describes the rate of these events for an average metastable state
population Pm, which we infer to be Pm = 4 × 10−3. The red points in (b) show Pd→b with conclusively identified quantum
jump events removed.

states (here, mJ refers to the projection of the electronic
angular momentum J onto the x axis, which is parallel
to the optical tweezer polarization). We measure the
transition frequency between 1S0 and the 3P1mJ = 0 and
mJ = ±1 states by blowing atoms out of the trap with
resonant light before imaging. The differential shift of
the 1S0 and 3P1mJ = 0 states is approximately 1.6% of
the ground state trap depth, in agreement with previous
measurements [28]. Under typical trapping conditions,
the transition frequency is blue-shifted 90 kHz ≈ Γ556/2
in the trap. The positive sign and small magnitude of
this shift facilitates efficient loading of atoms from the
3P1 MOT into the tweezers.

After loading the tweezers and applying a brief pulse to
remove multiple atoms (20 ms, ∆ ≈ −2Γ556, I/Isat ≈ 5),
we measure an atomic temperature of 6.4(5)µK (using
the release-and-recapture technique [37]). In order to
determine the optimal fluorescence imaging parameters,
we study the lifetime of the trapped atoms in a 0.29 mK
deep potential under continuous illumination from the
imaging beam as a function of intensity at a detuning
∆ = −1.5Γ556 (Fig. 2b). The lifetime decreases exponen-
tially with intensity (above I/Isat ≈ 4), consistent with
a linear increase in temperature [38] and exponentially-

activated tunneling over a barrier; however, at moder-
ate intensities (I/Isat ≈ 3) we achieve lifetimes near 10
seconds with a photon scattering rate that we estimate
to be 0.29 × Γ556/2 based on the observed saturation
of the fluorescence with increasing intensity. The mea-
sured temperature during imaging is 13(2) µK, consistent
with Doppler theory. In deeper traps, we observe longer
lifetimes at high imaging intensities, consistent with the
model of heating-induced loss.

An important metric for initializing large-scale low-
entropy arrays and performing high-fidelity qubit read-
out is the fidelity with which a single atom can be im-
aged. To quantify this, we take repeated images of a
9-site (3x3) array for 5 seconds under continuous illu-
mination, with varying exposure time and negligible de-
lay between images. A histogram of the number of de-
tected photons on a single site during a 30 ms exposure
is shown in Fig. 3a. In each image, we classify each site
to be either bright or dark, indicating the presence or ab-
sence of an atom; ideally, this would remain unchanged
across multiple images. We quantify the imaging per-
formance by the probability of either of two events to
occur: Pb→d = P (ni+1 = d|ni = b), indicating that a
bright site transitions to dark in the next image, and
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Pd→b = P (ni+1 = b|ni = d), indicating that a dark site
appears bright in the next image.

At short exposure times, both events occur often be-
cause of noise. At exposure times greater than 20 ms,
Pb→d is limited by loss from the traps, in a manner
consistent with the independently measured lifetime of
7.2 s for these imaging conditions. The minimum value
(Pb→d = 4.5(3) × 10−3, averaged across all sites in the
3x3 array) occurs at 20 ms imaging time.

For longer exposure times, Pd→b continues to improve,
reaching a minimum of 7(3) × 10−5 at 30 ms exposure
time, suggesting a false-positive rate for atom detection
below 10−4. Interestingly, the d→ b events contributing
to this rate are not primarily classification errors, but are
characterized by the sudden appearance of an atom as
shown at t = 1.5s in the sequence of images in Fig. 3c.
We believe these events correspond to quantum jumps
of atoms from trapped, metastable states back into the
ground state. An alternative interpretation, loading of
new atoms from the background vapor, is ruled out by
the fact that these events are nearly always preceded by
a b → d transition. A histogram of the dark state dura-
tion of many such events (Fig. 3d) reveals the metastable
state lifetime to be τm = 0.54(7) s. This value is consis-
tent with the measured 3P0 state lifetime in the tweezer
[39] (shorter than the free-space value because of Raman
scattering of the dipole trap light), suggesting that the
metastable state may be 3P0 , although we cannot rule
out 3P2 or another long-lived state involving excitation
of 4f electrons [40]. Removing d → b events identified
as quantum jumps from the dataset (red points in Fig.
3b) leads to an improved statistical false-positive atom
detection rate of 3(3)× 10−5.

The quantity Pb→d is important because it sets an up-
per bound on the size of the atom array that can be
filled without defects (Nmax ≈ 1/Pb→d), since atoms
must survive the initial image (additional contributions
arise from the rearrangement process itself [12, 14]). Our
value, Pb→d = 4.5(3) × 10−3 (Nmax ≈ 220) is compara-
ble to the lowest directly measured quantity reported in
the literature, despite our use of a narrow transition for
imaging (previously, values around 0.006-0.01 have been
reported [12, 41]). The imaging fidelity, defined as the
probability to correctly determine what the occupancy
of a tweezer was at the beginning of the imaging period,
is not a directly measurable quantity. We conservatively
estimate it to be 0.9985 (at 25 ms exposure) by modeling
the probability for an atom to be lost before scattering
enough photons to rise above a count threshold, assum-
ing a constant loss rate during the imaging period. The
imaging error rate is a factor of 80 lower than previous
results for Yb imaging in shallow traps [28]. These re-
sults show that narrow lines with Γ ≈ 2π×200 kHz are a
“sweet spot” for single-atom fluorescence imaging in op-
tical traps, offering a balance between photon detection
rate and low temperatures during imaging. This may
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FIG. 4. (a) Average and (b) single-shot images of a
12x12 tweezer array, with 6 µm spacing, using simultaneous
1P1 imaging and 3P1 cooling. The detected photon rate is
much lower for this imaging method, so the exposure time is
500 ms. The color bar indicates the number of detected pho-
tons on each pixel. Over repeated single-shot images, the av-
erage (worst) site has loading probability p = 0.49 (p = 0.35).

be applied to optical tweezer arrays and quantum gas
microscopes based on other atomic species with similar
transitions, including Er [42] and Dy [43].

As an outlook, we demonstrate stochastic loading of a
144-site (12x12) array of optical tweezers (Fig. 4). Auto-
fluorescence in the objective housing from the trapping
light results in spatially uniform background noise on the
camera proportional to the total number of tweezers, pre-
venting us from imaging this array at 556 nm using the
techniques described above. However, there is very lit-
tle trap-induced fluorescence at 399 nm (higher in energy
than 532 nm), which enables us to image scattered light
from the 1P1 transition while simultaneously cooling on
the 3P1 transition, following Ref. [28]. Modifying the
optical setup to reduce the overlap of the trapping and
imaging paths, and improving spatial and spectral filter-
ing, will enable imaging large-scale arrays with 556 nm
light.

Ytterbium optical tweezer arrays create several new
opportunities for quantum simulation and quantum com-
puting. In particular, 171Yb is a promising qubit as its
I = 1/2 nuclear spin should have exceptional coherence,
with low sensitivity to magnetic field noise and differen-
tial light shifts in deep optical traps. Extending magic
wavelength trapping to this isotope should be possible
using a combination of the tensor and vector light shifts.
Furthermore, mI -selective shelving in the metastable 3P0

or 3P2 states will allow the demonstrated high-fidelity
atom detection to be translated into high-fidelity state
detection. The 3P0 state may also be used as a starting
point for single-photon excitation to the Rydberg states
(λ = 302 nm). Interestingly, storing quantum states in
3P0 may also allow site-selective non-destructive mea-
surement by transferring individual atoms to 1S0 : re-
peated driving on the 1P1 and 3P1 transitions will not
perturb the nuclear spin states of atoms remaining in 3P0.
Similarly, these states would be protected from fluores-
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cence from a nearby MOT used to continuously replace
lost atoms.

The level structure of the 171Yb Rydberg states also
offers several interesting properties for quantum informa-
tion and simulation. Strong hyperfine coupling emerges
between the nuclear spin and the Rydberg electron in
the 6snl Rydberg states, mediated by the hyperfine cou-
pling to the core electron and the singlet-triplet splitting
energy [19]. This coupling can be utilized to directly
realize two-qubit entanglement and gates involving the
nuclear spin, and will also create new possibilities for im-
plementing interacting spin models using Rydberg dress-
ing [44]. A complete characterization of the Yb Rydberg
series is the subject of ongoing work [45]. We have re-
cently observed the 6sns 3S1 series for the first time using
MOT depletion spectroscopy, via two-photon excitation
through the 3P1 state. This data will be valuable in-
put to detailed calculations of the two-atom interaction
strengths [21, 46].

Lastly, tweezer arrays may prove beneficial for im-
proving the performance of neutral Yb optical lattice
clocks [47], for example by generating squeezed states
using Rydberg interactions, or maintaining multiple sub-
ensembles to reduce the impact of local oscillator noise
[48].
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