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Sensing static magnetic fields with high sensitivity and spatial resolution is critical to many applications in fundamental physics, bioimaging and materials science. Even more beneficial would be full vector magnetometry with nanoscale spatial resolution. Several versatile magnetometry platforms have emerged over the past decade, such as electronic spins associated with Nitrogen Vacancy (NV) centers in diamond. Achieving vector magnetometry has however often required using an ensemble of sensors or degrading the sensitivity. Here we introduce a hybrid magnetometry platform, consisting of a sensor and an ancillary qubit, that allows vector magnetometry of static fields. While more generally applicable, we demonstrate the method for an electronic NV sensor and a nuclear spin qubit. In particular, sensing transverse fields relies on frequency up-conversion of the DC fields through the ancillary qubit, allowing quantum lock-in detection with low-frequency noise rejection. In combination with the Ramsey detection of longitudinal fields, our frequency up-conversion scheme delivers a sensitive technique for vector DC magnetometry at the nanoscale.

Magnetic field sensors have come of age over the past few decades. Particularly compelling are those constructed out of Nitrogen Vacancy (NV) centers in diamond [1, 2], representing prime example of harnessing spins for quantum sensing [3]. The NV center electronic spin is exquisitely sensitive to magnetic fields thanks to optical polarization and readout, and have enabled magnetometry at the nanoscale, with sensor footprints spanning a single lattice site. There is particularly wide interest in field sensors responsive “in the DC” – several signals of interest in condensed matter and biological processes, such as the firing of action potentials in single neurons [4–6] arise at low frequencies. Exploiting the NV center for DC magnetometry allows the measurement of these fields at short length scales, potentially opening new tools for probing a diverse set of phenomena including edge currents in topological insulators [7] and quantum wells [8], and spin order in magnetic materials [9].

DC magnetic field sensing is conventionally performed via the Ramsey technique [10], where the sensor evolves freely acquiring a phase under the field to be measured (see Fig. 1A). This method is sensitive to longitudinal fields, whereas the effect of transverse field components are strongly suppressed. The sensor is thus restricted to operate as a scalar magnetometer, precluding extraction of the complete vector information of the field to be measured. If such vector magnetometry were indeed possible with a fixed nanoscale sensor, a wealth of additional information could potentially be discerned: for instance, the directionality of an action potential firing, to aid in the mapping of neuronal networks [4, 5], or the reconstruction without gauge assumptions of vector magnetic fields from 2D static and dynamic magnetic textures [11].

In this letter we introduce and experimentally demonstrate a quantum sensing protocol that achieves vector magnetometry. We combine conventional Ramsey magnetometry with a technique that exploits an ancilla spin to frequency up-convert transverse DC fields to longitudinal AC fields, which can be subsequently detected via quantum lock-in detection [12]. Although transverse DC noise ultimately limits the coherence time, up-conversion aids in rejecting DC longitudinal noise that typically plagues the quantum sensor, enabling much longer interrogation times and high sensitivity transverse field sensing performance (see Fig. 1B). While our protocol is general and directly extendable to atomic magnetometry platforms, we focus our attention on a hybrid NV sensor, employing the electron and 14N nuclear spins colocated at the NV center site. As we demonstrate, the achievable sensitivity for transverse field equals the Ramsey sensitivity to longitudinal fields, and together these measurements enable sensitive, low noise, full vector nanoscale magnetometry with a single point defect sensor.

Conventional DC magnetometry – We begin our discussion by remarking that the sensitive detection of an external magnetic field by a quantum probe requires strong coupling to the external field γ and good quantum coherence enabling long interrogation time t, since the sensitivity η is η ∝ 1/√t [3]. For simplicity, we consider a generic qubit sensor with Hamiltonian,

$$H_0 = \Delta S_z + \gamma (B_z S_z + B_\perp S_\perp),$$  

(1)

where ∆ is the energy (Zeeman splitting) of the qubit and $S_\perp$ is in a direction perpendicular to $Z$. Our goal is to perform vector magnetometry, that is, determine both $B_z$ and $B_\perp$, including its azimuthal angle. A magnetic field aligned with the quantum spin probe quantization axis (Z axis) can be detected with good sensitivity since it results in a frequency shift of the probe via the coupling γ. In a Ramsey experiment (see Fig. 1A), given an interrogation time τ (bounded by the dephasing time $T_2^*$), we can extract the external field $B_z$ to be determined from
the qubit $m_s = 0$ population

$$S = \frac{1}{2} (1 + \cos(\gamma B_\perp \tau)).$$

Actually, given the Hamiltonian in Eq. (1), the Ramsey experiment will measure a frequency shift $\delta \omega = \sqrt{\left(\Delta + \gamma B_\perp\right)^2 + \left(\gamma B_\perp\right)^2} - \Delta$. In principle, we could then also extract the transverse field from Ramsey interferometry. However when $\Delta$ is dominant, as typically needed to achieve good control of the qubit sensor, the sensitivity to the transverse field is significantly worse than the Z-field sensitivity. Indeed, expanding $\delta \omega$ to first order in $1/\Delta$ we have,

$$\delta \omega \approx \gamma B_\perp + \frac{1}{2} \frac{(\gamma B_\perp)^2}{\Delta}.$$  

The contribution of $B_\perp$ is quadratic and rescaled by an effective coupling $\gamma_\text{eff} = \gamma^2/2\Delta$; hence the sensitivity to the transverse field is degraded as $\eta_\perp \propto \sqrt{\Delta} \eta_z$. Indeed, the contribution from the transverse field can be usually neglected (or, in our scheme, subtracted from the frequency shift after being measured).

**Transverse magnetometry via frequency up-conversion** – Since we cannot change the coupling strength between the quantum probe and the transverse field, we can act on the allowed interrogation time, by lengthening the coherence time. It has been shown that dynamical decoupling (DD) sequences comprising regularly spaced $\pi$-pulses can greatly enhance the coherence time of quantum sensors by removing quasi-static noise [13]. The sensor however is no longer sensitive to static, DC fields. By mixing the field to be detected with an oscillating bias field, one can however achieve frequency up-conversion of the (transverse) DC field, allowing its lock-in detection. We assume the AC bias field adds the term $\omega_\text{AC} \cos(\omega_0 t) S_\perp$ to Hamiltonian (1). To second order perturbation theory, this gives rise to a time-dependent frequency shift

$$H_{\text{AC}} = \frac{\gamma B_\perp \omega_{\text{AC}}}{\Delta} \cos(\omega_0 t) S_z.$$  

This achieves two goals: first, the frequency shift is linear in the transverse field and is multiplied by an effective coupling $\gamma_{\text{eff}} = \gamma \omega_{\text{AC}}/\Delta$ that can be made larger than $\gamma_R$ in the Ramsey scheme; second, because the field is oscillating at $\omega_0$, we can use DD schemes to detect it, thus achieving longer coherence times, bounded by $T_2^*$ and not $T_2$ as in the Ramsey sequence. Note that the Z component of the DC field to be measured doesn’t affect the frequency up-conversion process.

We can go one step further and exploit an intrinsic oscillating source for frequency up-conversion, thus avoiding any additional noise that could be introduced by the bias AC field. To achieve frequency up-conversion we exploit the coherent coupling between the qubit probe and an ancillary qubit system. We assume that the quantum probe $S$ is sensitive to the DC signal we want to detect, but the ancillary qubit $I$ does not couple to it (or the coupling is very weak). The sensor-ancilla Hamiltonian is then:

$$H = H_0 + \omega_n I_z + H_{\text{hyp}}, \quad \text{with}$$  

$$H_{\text{hyp}} = A_z S_z I_z + A_\perp (S_z I_x + S_y I_y),$$  

$H_0$ as in Eq. (1), and $\omega_n$ the Zeeman energy of the ancillary qubit. The transverse hyperfine interaction $\propto A_\perp$ becomes time-dependent in the rotating frame defined by $\omega_0 I_z$, with $\omega_0 = \omega_n - \frac{\Delta}{T_2^*}$, and plays the same role of the classical bias AC field. To see this, consider that under the assumption $\Delta \gg A_\perp, \gamma B_\perp$, the interaction with transverse field and transverse hyperfine coupling can only drive virtual transitions of the NV spin, due to its larger quantization energy; when both virtual transitions are present, however, they result in a shift of the NV spin energy, which is equivalent to adding a longitudinal magnetic field. As this is a second order perturbation effect, the energy shift is $\propto B_\perp A_\perp I_z/\Delta$, i.e., suppressed by the main NV energy $\Delta$. Effectively the hyperfine coupling becomes

$$H'_{\text{hyp}} \approx A_z S_z I_z + \frac{\gamma B_\perp A_\perp}{\Delta} F S_z I_\perp,$$

where $F$ is a constant that depends on the nuclear ancilla spin. In the rotating frame defined by $\omega_0 I_z$, the last term becomes time-dependent and the qubit sensor effectively sees an AC field $\propto B_\perp \cos(\omega_0 t)$ (compare Eq. (3) with Eq. (4)). The nuclear qubit is thus analogous to an oscillating bias field at a frequency $\omega_0$ set by nature.
In the presence of the transverse magnetic field, the sensor couples to this oscillator, up-converting [14, 15] the transverse DC field to $B_L$ to a longitudinal AC field at frequency $\omega_0$ (see Fig. 1B). This AC field can now be measured using well-known quantum lock-in techniques, for example the CPMG/XY8 protocol [16–18], based on trains of $\pi$-pulses with pulse spacing set at the effective AC field period (see Fig. 1B).

This simple model can be applied to many quantum sensor systems. Here focusing on the NV center, we consider using a nearby nuclear spin as the ancilla, for instance the $^{14}$N nuclear spin intrinsic to every NV center. For this system we have $\Delta = \Delta_0 - \gamma_e B_z$ (where $\Delta_0 = 2\pi \times 2.87$ GHz is the NV zero field splitting, $\gamma_e = 2\pi \times 2.8$ MHz/G is the gyromagnetic ratio of electron and we consider the $m_s = 0$, $-1$ levels). The frequency $\omega_0$ of the effective AC fields will depend on the spin system considered, for the $^{14}$N we have $\omega_0 = Q + \omega_n - \frac{\Delta}{T}$, where $\omega_n = \gamma_n B_z$ with $\gamma_n = -2\pi \times 0.308$ kHz/G, $A_z = -2\pi \times 2.16$ MHz, and $Q = -2\pi \times 4.95$ MHz [19].

For small $B_L$ fields, the quantum lock-in CPMG signal at the resonance condition $2\tau = \frac{\pi}{\omega_0}$ (see Fig. 2A) is well approximated by [20]

$$S = \frac{1}{2} \left[ 1 + \cos \left( \frac{\gamma_e B_z A_L N}{\omega_0 \Delta} F \right) \right], \quad (5)$$

where $N$ is the number of $\pi$-pulses. For $^{14}$N, $A_L = -2\pi \times 2.62$ MHz [21] and $F \approx 2.75$, as determined from second order perturbation theory [20]. This signal is especially strong close to the NV center ground state level anti-crossing (GSLAC, $B_z \approx 1025$ G), where $\Delta \rightarrow 0$. By fixing the inter-pulse distance at the resonance condition and changing the number of $\pi$-pulses, oscillations are observed (see Fig. 2B) and $B_L$ can be extracted from the oscillation frequency using Eq. (5).

Note that while the $^{14}$N spin is a natural choice since it is present in every NV center, and provides the added benefit of high robustness to magnetic field fluctuations [20], an ancillary $^{13}$C spin in the first few shells [22, 23] could provide a wider dynamic range and reduce certain experimental constraints due to its strong hyperfine coupling.

**Determination of azimuthal angle** – Ramsey and CPMG experiments reveal the amplitude of the Z component $B_z$ and the transverse component $B_L$ of the DC field. To perform full vector magnetometry we still need to determine the azimuthal angle of the transverse field. This can be achieved with the help of a reference field $B_r$, with fixed direction along X and tunable amplitude. Let $\phi$ be the angle between $B_L$ and $B_r$. In the presence of $B_r$, the CPMG signal measures the magnitude of the total transverse field $B_{tot} = B_r + B_L$.

$$B_{tot} = \sqrt{|B_r|^2 + |B_L|^2 + 2 |B_r||B_L| \cos \phi}, \quad (6)$$

By varying $|B_r|$ and measuring $B_{tot}$, we can extract the azimuthal angle $\phi$. In principle only two settings of the reference field are needed to extract $|B_r|$ and $\phi$, as we demonstrate (see [20]) by evaluating the intrinsic field misalignment in our setup.

**Theoretical sensitivity bounds** – The shot-noise limited sensitivity $\eta$ can generally be found from the smallest field $\delta B$ one could measure at the most sensitive bias point in the total averaging time [25]. Given a finite coherence time $T_2$, the sensitivity is optimal for interrogation times $t \propto T_2$ and is determined by the coupling strength to the field to be measured and the interrogation time, $\eta \propto 1/\gamma \sqrt{T_2}$ [3]. For example, for Ramsey magnetometry of Z fields, the sensitivity is $\eta_Z = \frac{1}{C \gamma \sqrt{T_2}}$, where $C$ is a factor encapsulating readout inefficiencies. In the frequency-up-conversion lock-in detection method, both the coupling strength and the coherence times are modified, and we obtain $\eta_X = \frac{\pi}{2C \gamma_X \sqrt{T_2\gamma_X}}$, where $\gamma_X \equiv \frac{\gamma_A F}{\Delta}$.

Here $T_2$ is the coherence time under a DD sequence with inter-pulse spacing fixed at $2\tau = \frac{\pi}{\omega_0}$ which is generally longer than $T_2$. However, if there is a strong source of transverse DC noise, such as if there is noise embedded in the signal to be measured, $T_2$ will depend on $\gamma_X$ and might be shorter than in the absence of a transverse field. Just as $T_2^* \gamma_X$ is ultimately limited by longitudinal DC noise, $T_2$ in frequency-upconversion method is ultimately limited by the transverse DC noise. We consider the worst case scenario where the DC field to be measured introduces additional noise, which dominates other noise sources. More precisely, we consider a field $\vec{B} + \vec{\delta}$, where $\vec{\delta}$ is a stochastic, wide-sense static contribution with zero mean and auto-covariance function for each cartesian component

$$\langle \delta(t_1) \delta(t_2) \rangle = D^2 \exp(-|t_1 - t_2|/\tau_c),$$

where $D$ describes the variance of the noise and $\tau_c$ its correlation time. We calculate the coherence times $T_2(\gamma_X)$ and $T_2^*$ (assuming the same noise strength in both Z and transverse direction) using the stochastic Liouville formalism and cumulant expansion [20]. We consider two

![FIG. 2. Ancilla-assisted transverse field magnetometry. (A) CPMG magnetometry signal at $\Delta = 113$ MHz as a function of inter-pulse distance $2\tau$. We used quantum inter-pollination [24] to precisely sample the $^{14}$N resonance peak. (B) Fixing the pulse distance at $2\tau = \pi/\omega_0$ and sweeping the number of $\pi$-pulses we can extract the transverse field strength from the oscillation frequency (solid lines: fit to Eq. (5)).](image-url)
regimes of interest. When $\tau_c$ is short, we obtain
\[
T_2^* = \frac{1}{\gamma_c^2 D^2 \tau_c}, \quad T_2 = \frac{1}{\gamma_X^2 D^2 \tau_c},
\]
while when $\tau_c$ is long compared to the sensing time
\[
T_2^* = \frac{\sqrt{2}}{\gamma_c D}, \quad T_2 = \frac{\pi}{\sqrt{2} \gamma_X D}.
\]
In both cases we see that when considering the resulting sensitivity, there is a tradeoff between $\gamma_X$ and $T_2(\gamma_X)$, since increasing the effective coupling also leads to shorter coherence times. Still, the sensitivity to the transverse field is now on the same order of the Ramsey sensitivity to Z-field, thus much better than without the up-conversion scheme. An intuitive way to understand the dependence of $T_2$ on $\gamma_X$ is to consider that the coupling with the nuclear spin inserts the transverse field noise into the NV sensor. This is to be expected since, in this case, transverse field noise masquerades as the signal to be measured, and there is no way to distinguish between them. Still, frequency up-conversion and quantum lock-in detection allows one to suppress Z field noise which is typically the dominant source of sensor noise. Potentially better scaling of the $T_2$ coherence time could be obtained if the main source of noise is not isotropic or it is not centered around zero frequency, as the power density spectrum will be up-converted to a frequency outside the filter band-pass of the DD sequence [13, 26]. Indeed, in our experiments we obtain a longer coherence time than predicted from the worst-case scenario discussed here.

**Experimental sensitivity** – We characterized the sensitivity by varying the intensity of an external static magnetic field created through a voltage source [20] close to diamond surface. The field strength is proportional to the voltage, i.e., $B_Z = \alpha V$ and $B_X = \beta V$. We calibrated both components separately [20]. In Fig. 3, we compare the signal change of CPMG (blue curve) and Ramsey (yellow curve) when varying the field amplitude (either transverse or longitudinal component). CPMG inter-pulse spacing is fixed at the $^{14}$N resonance condition. The oscillations in Fig. 3 follow Eq. (5) and Eq. (2) respectively. From the data, the sensitivity can be extracted using the oscillation frequency, contrast, uncertainty, the total interrogation time, and deadtime $t_d = 1.3\mu$s. The measured sensitivities for the two methods were obtained to be
\[
\eta_Z = 0.42 \pm 0.02 \mu T/\sqrt{\text{Hz}},
\eta_X = 0.56 \pm 0.05 \mu T/\sqrt{\text{Hz}},
\]
demonstrating experimentally that our method can allows access to comparable sensitivities for both longitudinal and transverse components of the magnetic field, opening the path to nanoscale vector magnetometry.

**Discussion and outlook** – We have demonstrated a new modality for high sensitivity vector magnetometry that combines conventional Z-field sensing via Ramsey interferometry with transverse field sensing by quantum lock-in detection, which is enabled by frequency up-conversion mediated by an ancillary nuclear spin. In particular, our method allows measuring the transverse field with a much better sensitivity than otherwise obtained by standard Ramsey techniques.

Our scheme presents advantages over other proposals for vector magnetometry. A first method exploits the 4 different orientations of an ensemble of NV centers along the diamond crystallographic axes [27–29]. Using spin ensembles, however, degrades the spatial resolution, foregoing the atomic-scale resolution of single defect protocols. Using a defect with a larger spin, such as $V_{Si}$ in $4H$-SiC (spin 3/2) enables vector magnetometry using a single defect [30, 31], at the cost of more complex control. However, the sensitivity of a single $V_{Si}$ magnetometer in SiC is not as good as a single NV center in diamond.

The sensitivity to transverse fields could be further improved beyond the Ramsey sensitivity, to deliver a DC-magnetic field sensor beyond the $T_2^*$ limit. First, as the
interrogation time is long compared to Ramsey sensing, transverse field sensing could benefit from advanced readout techniques, such as charge conversion sensing [32, 33]. As these methods require long readout time, they are most beneficial in improving the sensitivity only when the interrogation time is also as long. Details about the effects of deadtime in the calculation of sensitivity can be found in [20].

In addition, in our calculation and experiment we considered the worst case scenario where the coherence, and thus the sensitivity, is limited by the up-converted noise introduced by the signal itself (as well as by pulse errors). In particular, we assumed an isotropic, classical DC noise as the main source of decoherence, affecting in a similar way Ramsey interferometry and the up-conversion DD scheme [20]. If the main source of decoherence is different, we could achieve a better scaling of $T_2$ with $\gamma_X$, yielding a better sensitivity. For example, a quantum bath, arising e.g. from nuclear spins in the diamond, is not expected to undergo a similar frequency up-conversion, and thus it could yield long coherence times in the DD scheme. Our transverse DC field sensing scheme could be further extended by using different nuclear spins (such as $^{13}$C with stronger hyperfine couplings) or even other defects in diamond or SiC. As detailed in [20], if pulse errors become a limitation, the scheme is compatible with continuous driving decoupling [34, 35]. Furthermore, it could be extended to measure low-frequency AC signals, that might be difficult to detect via standard DD sensing: by alternating (maytagging) the applied longitudinal magnetic field between two values that reverse the sign of $\Delta$, only signals with frequency equal to the maytagging frequency are detected.

We finally remark that although we focused on magnetic field sensing, the same ideas could be applied to sensing of rotations, pressure, electric fields and the shear component of strain tensor [20, 36]. We thus anticipate applications of our sensing technique in many areas of biology and condensed matter physics, where vector sensing of static field can reveal fundamental properties of the target system.
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