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Evolution is essential for shaping the biological functions. Darwin proposed the selection as the
driving force for evolution upon mutations. While mutations are clear, the quantification of the
selection force is still challenging. In this study, we identified and quantified both thermodynamic
stability and kinetic accessibility as the selection forces for protein evolution. The protein evolution
can be viewed and quantified as a trajectory moving along a super funneled energy landscape with
a line attractor at the bottom. The resulting evolved sequences and structures show strong protein
characteristics including the hydrophobic core, high designability and fast folding. The evolution
principle uncovered here is validated on real proteins and shed light on the protein design.

Evolution is essential for shaping the biological func-
tion. Darwin proposed the selection or fitness as the driv-
ing force for evolution upon mutations. While the muta-
tions are understood reasonably well, the quantification
of the selection force is still challenging. At the molecular
level, it is still unclear what the dominant selection fitness
are and how they are selected from both the structures
and sequences. Protein evolution works both by selection
and random mutation [1]. Persistent occurrence of pro-
tein mutations provides opportunities for proteins to be
improved over the course of evolution and even so at the
present stage of evolution. It has long been realized that
the naturally occurring proteins in living organisms be-
long to a small ensemble of sequences distinctly different
from the random sequences [2]. The proteins typically
have a high degree of thermodynamic, kinetic and struc-
tural specificities different from random heteropolymers
of amino acids [3–5]. Funneled folding energy landscape
has been suggested for the explanation of the folding of
natural sequences with minimal frustration, in contrast
to the random sequences which are frustrated in their
low energy conformations [5–8]. This answers the ques-
tion of how the natural sequence searches its native con-
formation in the structure space. One could also ask
how the proteins found in nature are selected not only
from the vast structure space but also from even larger
sequence space (Fig. 1) as a consequence of evolution.
This raises another paradox on protein evolution similar
as the Levinthal’s paradox on protein folding [4], which
is the seemly infinite time for searching through the vast
sequence space in contrast to the finite time of protein
evolution for function.
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Previously, the evolutionary mechanisms have been ex-
plored by employing different fitness criteria to trace the
evolutionary process [9–14]. However, the quantification
of the dominant selection pressure for protein evolution
is still challenging. Previous protein evolution studies
explored the search in sequence space based on a fixed
target structure. However, the structural transition can
occur with even a single point mutation in the evolution
process [15, 16]. Therefore, the protein evolution should
be considered as the search in both sequence and struc-
ture space rather than evolving sequences only based on
a fixed target structure in previous studies [9–14]. At-
tempts to address these issues would undoubtedly help to
understand protein evolution principle and design novel
protein sequence-structure pairs with potential functions
[17–19].

In light of the knowledge encoded in most of the exist-
ing protein structures and sequences, the evolution has
been converging into an ensemble of sequences whose
structures satisfies the folding requirements [20, 21], ex-
cept for inherently disordered proteins (IDP) [22]. The
characteristic folding requirements of natural proteins
can also reduce misfolding and aggregation propensi-
ties that hamper cellular functions and lead to diseases
[23, 24]. Importantly, the folding requirements are not
typical characteristics of random polymers. Thus, we
suggest that protein folding is not an accidental event
but the result of the actions or constrains from natu-
ral selection. In this view, the emergence of the special
ensemble of naturally occurring protein sequences and
structures is driven by the folding requirements of both
thermodynamic stability and kinetic accessibility [25–27].

Energy landscape theory of protein folding has been
proved to be fruitful in explaining the folding mecha-
nism [6–8, 28]. We presented the detailed derivation for
quantifying selection fitness from the energy landscape
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FIG. 1: Schematic diagram for the naturally occurring pro-
teins in the sequence and structure space. Each subspace
(areas inside the light green circle) corresponds to a set of
natural occurring sequences that possess the same structure
as their ground-state native structure (light blue point).

theory of protein folding in the Supplemental Material.
In short, the theory argues that there are two critical
temperatures to characterize the protein folding. The
folding transition temperature Tf represents a first-order
phase transition from denatured state to native state.
The native state is thermodynamically stable below Tf

until protein undergoes a glass transition at a temper-
ature Tg. At Tg, protein is trapped in one frozen state
where the native state is no longer kinetically accessi-
ble. The larger the ratio Tf/Tg is, the less chances of the
protein is trapped on the way to its folding. For a pro-
tein to fold, it must kinetically access to the native state
and be thermodynamically stable. Naturally occurring
proteins should satisfy this folding requirement through
evolution. Analytical studies have shown that the ratio
of Tf and Tg can be expressed as Tf/Tg = Λ+

√
Λ2 − 1,

where Λ =
√

KB/2S0 δE/∆E (Fig. S1, Fig. S2 and
see details in Supplemental Materia). δE represents the
energy gap or slope of energy landscape characterizing
the difference between the energy of the native ground
state conformation (EN ) and the average energy of the
conformation ensemble (E), i.e. E − EN . ∆E is the
variance of energies or the width of the energy distribu-
tion, i.e.

√

〈E2〉 − 〈E〉2, it can be used to quantify the
roughness of the energy landscape. S0 represents the en-
tropy or the size of the protein. Λ is a quantitative mea-
sure of the landscape topography of protein folding as
the slope against the roughness modularized by the size.
The larger the Λ is, the more funneled protein folding en-
ergy landscape shape is against the vast number of states
and roughness. The relationship between the Tf/Tg and
Λ indicates that maximizing Tf/Tg is equivalent of max-
imizing the value of Λ [5, 29–31]. Furthermore, land-
scape topography measure Λ is strongly correlated to
the kinetic speed of folding. Thus landscape topogra-
phy determines the kinetic accessibility of folding. The
folding requirement is therefore associated to the under-
lying landscape topography. At a particular temperature
higher than Tg, the thermodynamic stability of the native
ground state is quantified as ∆G = −KBT ln(PN/PD) =
EN+ln[

∑

E>EN
n(E) exp(−E/KBT )], where PN and PD

are the probabilities of the sequence in its unique ground

state and denatured state [32, 33] (see details in Supple-
mentary Materia). A funnelled and minimally frustrated
landscape with stable native state can be achieved if pro-
tein evolves with the optimization of ∆G for thermody-
namic stability and Λ for kinetic accessibility. Λ and
∆G provide mathematical foundations and formulations
which can be quantified as the selection force or fitness
of protein evolution for not only the protein folding at a
given sequence, but more importantly also for the evo-
lution in both sequence and structure space, which we
focus on in this Letter.

Different from previous studies in which the target
structure was fixed [11–14], we simulated the evolution-
ary process of protein population as an adaptive walk in
both the sequence and structure spaces via randommuta-
tion under the selection pressures of optimizing the ther-
modynamic stability and kinetic accessibility [34] (Fig.
S3 and Fig. S4). With quantified Shannon entropies
of sequence and structure space, the evolution dynam-
ics can be visualized as the movements on a projected
energy landscape in structure and sequence space (Fig.
2). The bowl-like energy landscape of the sequence evo-
lution (Fig. 2a) indicates that the evolution in sequence
space first proceeds as the number of sequences gradu-
ally reduced and then reached a plateau. The sequences
still keep evolving at the plateau stage through the ex-
ploration of the basin in the sequence space. The plateau
stage could be viewed as an evolution close line attrac-
tor where the size of the sequence space is no longer
changed but the energy still gradually decreases. The
size of the local basin of sequence space is determined by
the dominant ground-state structure at the bottom of the
funnel-like energy landscape of structure evolution (Fig.
2b). The sequences in the line attractor possess the same
evolved and dominant structure as their nondegenerate
ground state.

With the bowl-like energy landscape of sequence evo-
lution and funnel-like energy landscape of structure evo-
lution, a super funneled energy landscape for protein evo-
lution is quantified and visualized as Fig. 2c. The super
funneled energy landscape traces through the sequence
entropy and structure entropy as the axis of the cross-
section ellipsoid. It is funnelled towards the line attrac-
tor where multiple sequences encode the same dominant
structure. The topography of the evolution energy land-
scape has a similar funneled shape as the folding land-
scape of a single protein. Both sequences and structures
experience alterations with clear energy and entropy re-
duction compensations along the downhill of the funnel
during the evolution process. Random sequences as well
as their ground-state structures locate at the top of the
funnel while the evolved sequences and their ground-state
structure cluster at the bottom of the funnel. Both se-
quence and structure entropies decrease as the energy
descend in the energy landscape until the line attractor
arrives. The super funnelled energy landscape describes
how proteins evolve both in the sequence and structure
space.
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FIG. 2: Quantified energy landscape of protein evolution in
sequence and structure space. (a) Bowl-like energy landscape
for the protein evolution in the sequence space. (b) Funnel-
like energy landscape for the protein evolution in the structure
space. (c) Super funneled energy landscape of protein evolu-
tion in both sequence and structure space. One semiaxis of
the ellipsoid stratum is the sequence entropy (H(S)) while
the other one is the structure entropy (H(C)) (see details in
Supplemental Materia).

It is known that evolved natural protein structures
exhibit a high degree of regularity that is absent from
random compact structures. The most obvious charac-
teristics is the formation of a packed hydrophobic core
as a structural component of globular protein struc-
tures (mostly protein domains). Optimization of the
hydrophobic core has been the central goal for compu-
tational protein design [39–41]. Hydrophobic force has
also long been recognized as a dominant factor of protein
folding and hydrophobic collapse has been observed dur-
ing protein folding, experimentally and computationally
[42–44]. The hydrophobic core is a hallmark of natu-
ral and designed protein structures. Whether hydropho-
bic/hydrophilic residues segregation pattern is formed in
the evolved structures is significant to justify the faithful-
ness of the evolution protocol in reproducing the protein
evolution history and generating the evolved structures
similar to naturally occurring proteins.

For the evolved structures, the probabilities of the hy-
drophobic residues residing on four types of lattices are
apparently decreased from the Center to the Corner lat-
tices rather than equally distributed (Fig. 3a, Table S1).
The hydrophobic residues prefer to reside in the interior
locations while the hydrophilic residues prefer to reside
in the exterior locations (Fig. S5). It suggests that the
evolved structure has a well-packed hydrophobic core in
the interior of protein model (Fig. 3b). The result shows
that the generation of the packing pattern of hydropho-
bic core is an inherent outcome of the protein evolu-
tion with the thermodynamic stability and kinetic ac-

cessability imposed on the protein evolution. It explains
the importance of hydrophobic core for protein folding.
Practically, automatical generation of the hydrophobic
core from the evolution simulation would provide a valu-
able tool to design novel proteins with well-organized hy-
drophobic/hydrophylic segregation patten.
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FIG. 3: Hydrophobic/hydrophilic residues segregation pat-
tern. (a) The probabilities of hydrophobic residues residing
on four types of locations in the structure, including Center
(C), Face (F), Edge (E) and Corner (N). (b) Hydrophobic core
is formed in a typical evolved structure with one of its evolved
sequence mapping on the structure, hydrophobic residues are
marked in red and hydrophilic residues in blue; the designabil-
ity (NS) of this structure is 52, and the evolved sequence is
KTEGKVHDGTDPCKVKWQMEKCDCKCE.

Protein designability is another specific characteristics
of natural proteins, which is defined as the number of
the protein sequences taking the same protein structure
as their ground-state conformation [32]. A highly des-
ignable structure is compatible with a large volume of
sequences which have this structure as unique lowest-
energy conformation [32, 45]. The highly designable
structures are rare, but on average more stable and fold-
ing faster than other structures [32, 46–48]. Natural pro-
teins are known to fold to a limited number of folds. It
was estimated that the total number of different natural
protein folds is only about 1000 [49, 50]. This leads to the
assumption that naturally occurring proteins are a set of
highly designable structures [32, 51]. Herein, it is impor-
tant to uncover whether and why the highly designable
structures are preferred during evolution.
The estimated distribution of the designability (NS)

shows that a strong bias existed in the distribution, i.e.
very few structures have much higher NS than those of
other structures (Fig. 4a). To illustrate the selection
preference of highly designable structures, three types
of structures are classified from the structure space, they
are random structures, designable structures and evolved
structures (see definitions in the Supplemental Material).
Because majority of structures are poorly designable or
undesignable (Fig. 4a), the average NS of the random
structures (=0.61) is very small. Even with the consid-
eration of the designability in selecting the structures,
the average NS of the designable structures is still only
6.10. However, the average NS of the evolved structures
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is increased significantly to 18.7. Compared to the ran-
dom and designable structures, highly designable struc-
tures are much more preferred in the evolved structures.
Protein evolution is driven by random mutation and se-
lection pressures. Random mutation is equivalent to ran-
dom selection of sequences in the sequence space, i.e. the
designability is automatically involved in the evolution.
Therefore, it can be concluded that the preference of the
rare structures with high designability is the collabora-
tive product of the selection pressure and random muta-
tion. The improvement of thermodynamic stability and
kinetic accessibility tend to evolve structures into high
designability.

In addition, the increase of thermodynamic stability
and kinetic accessibility also tend to enlarge the en-
ergy gap between the ground-state conformation and the
excited-state conformation (δ = |EN − EC |) (Fig. 4b,c).
As seen in Fig. 4d, the degree of designability (NS) cor-
relates well with the magnitude of the gap (δ). Therefore,
larger thermodynamic stability and kinetic accessibility
often lead to larger gaps which can give rise to larger des-
ignability. This is consistent with some previous studies
[27, 52, 53]. Larger energy gap of a sequence implies a
greater ability to tolerate mutations, i.e. more mutations
can be accommodated without losing the ability to fold
into the same ground-state structure. In this sense, high
designability implies large number of tolerate mutations.
Due to the high designability and the large gaps favored
by the evolution, natural proteins are compatible with
large number of mutations. This explains why natural
proteins are robust to mutation and also marginally sta-
ble [26, 54, 58, 59].

Except IDP, naturally occurring proteins fold in a bio-
logically reasonable time scale. This requires natural se-
quences to fold fast into their native ground-state struc-
tures different from random sequences. It can be seen
from the distribution of MFPT (mean first passage time)
that on average the evolved sequences fold much faster
than random sequences [55] (Fig. S6). Herein, it is con-
jectured that the fast folding of naturally occurred pro-
teins arises as a consequence of evolutionary selections
aimed at ensuring that funnel-like energy landscapes is
achieved, as the funnel-like energy landscapes guarantees
kinetic and thermodynamic requirements of protein fold-
ing [5–8, 31].

Naturally occurring proteins are generally composed
of one or more functional domains which can fold and
evolve independently [60–62]. Herein, two of the small-
est protein domains (Villin headpiece (VHP) domain and
WW domain) with different structure classes were cho-
sen as off-lattice models [63, 64] for the evolution of real
proteins (Fig. S7, Table S2-S5 and see details in Supple-
mental Materia). It is found that both native and evolved
sequences have higher kinetic accessibility and thermody-
namic stability than random sequences without evolution
(Fig. S9). The evolved sequences for both VHP and WW
domains show high similarities of hydrophobic preference
to the native sequences, especially conserved residues of
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FIG. 4: Designability of evolved structures. (a) The number
of structures as a function of designability (NS). The aver-
age NS for the random, designable and evolved structures are
marked with green, blue and red lines respectively. (b) The
relation between the thermodynamic stability (∆G) and the
energy gap (energy difference between the ground-state con-
formation and the exited-state conformation,δ = |EN −EC |).
(c) The relation between the kinetic accessibility (Λ) and the
energy gap (δ). (d) Average energy gap (δ) as a function of
designability (NS).

the hydrophobic core [65] (Fig. 5 and Fig. S8). This sug-
gests that the evolution protocol can faithfully produce
the characteristic hydrophobic core of real proteins. For
VHP domain, the dissimilarities of hydrophobic prefer-
ence are mainly from the binding residues (Fig. S8(a)
and (c)). This can be attributed to the fact that pro-
teins are also evolved for functional binding, i.e. the re-
quirement for functional binding during evolution is at
the expense of the requirement for folding [30, 77, 78],
in other words, trading the folding stability for binding
function. For example, previous experimental and com-
putational studies [79–84] have demonstrated that mu-
tating the binding residues K24 and K29 on native se-
quences to hydrophobic residues can largely enhance the
thermodynamic stability and increase the folding rate of
VHP domain. The mutations are consistent with the
hydrophobic preference of these two residues on evolved
sequences (Fig. S8(a)). As validated from Fig. S9, the
average thermodynamic stability and kinetic accessibil-
ity of evolved sequences are both higher than those of
naturally occurred sequences. It demonstrates that the
folding landscapes of the evolved sequences generally ex-
hibit deeper folding funnels towards the folded state than
natural sequences. The conclusions are insensitive to the
residue mutation probability (Fig. S10 and Table S6-S8)
and robust on interaction potentials [85] (Fig. S11).
Our study explains how the naturally occurring pro-
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FIG. 5: Evolved sequences of real proteins. (a) VHP do-
main, (b) WW domain. The residues constitute the hy-
drophobic core are labeled and the hydrophobic preferences of
the residues for evolved sequences are represented with color
spacing.

teins emerge in the evolution and why they are special
with a high degree of regularities and specificities which
are absent in the random sequences. This evolution prin-
ciple learned from this study provides valuable insights
and practical way for the design of novel proteins [18, 19].
We conclude that the supper funnelled energy landscape
unifies the principles of protein folding, evolution and de-
sign.
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