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Characterizing the local internal environment surrounding solid-state spin defects is crucial to

harnessing them as nanoscale sensors of external fields.

This is especially germane to the case

of defect ensembles which can exhibit a complex interplay between interactions, internal fields and
lattice strain. Working with the nitrogen-vacancy (NV) center in diamond, we demonstrate that local
electric fields dominate the magnetic resonance behavior of NV ensembles at low magnetic field. We
introduce a simple microscopic model that quantitatively captures the observed spectra for samples
with NV concentrations spanning over two orders of magnitude. Motivated by this understanding,
we propose and implement a novel method for the nanoscale localization of individual charges within
the diamond lattice; our approach relies upon the fact that the charge induces an NV dark state

which depends on the electric field orientation.

A tremendous amount of recent effort has focused on
the creation and control of nanoscale defects in the solid-
state [I, 2]. The spectral properties of these defects
often depend sensitively on their environment. On the
one hand, this sensitivity naturally suggests their use as
nanoscale quantum sensors of external signals. On the
other hand, accurately quantifying these signals requires
the careful characterization of internal local fields. Here,
we focus on a particular defect, the negatively charged
nitrogen-vacancy (NV) color center in diamond [2, 3.
The electronic spin associated with the NV center is sen-
sitive to a broad range of external signals, from mag-
netic and electric fields to pressure, temperature and gy-
roscopic precession [4HI3]. Isolated single NVs have been
used to explore phenomena in biology [2| [14] [I5], mate-
rials science [16H20], and fundamental physics [2TH23].

More recently, many-body correlations have emerged
as a powerful resource for enhancing the sensitivity of
interacting spin ensembles [24H28]. To this end, a num-
ber of studies have explored and leveraged the properties
of high-density NV systems [7, [29H40]. The local envi-
ronment in such systems is substantially more complex
than that of isolated NVs; this arises from a competi-
tion between multiple effects, including: lattice strain,
paramagnetic impurities, charge dynamics, and NV-NV
dipolar interactions. While the presence of an applied
external magnetic field can suppress some of these ef-
fects, it significantly limits the scope of sensing applica-
tions such as zero-field nuclear magnetic resonance spec-
troscopy [41l 42]. Thus, characterizing and understand-
ing the spectral properties of NV ensembles at zero field
is crucial to utilizing these systems as quantum sensors.

In this Letter, we present three main results. First,
we demonstrate that the characteristic splitting of the
NV’s magnetic resonance spectrum (Fig. ), observed
in ensemble NV experiments [9, 14, 43H59], originates
from its local electric environment [60]; this contrasts
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FIG. 1. Typical optically-detected magnetic resonance
(ODMR) spectrum of an electron-irradiated and annealed
Type-Ib diamond sample (S1) at zero magnetic field. The
spectrum exhibits heavy tails which cannot be reproduced
by either a double Lorentzian or Gaussian (orange fit) pro-
file. The blue theory curve is obtained via our microscopic
charge model. (Left inset) A typical zero-field spectrum for a
single NV center shows only a single resonance. (Right inset)
Schematic depicting an equal density of positive (e.g. N*) and
negative (e.g. NV) charges, which together, create a random
local electric field at each NV center’s position. (b) Nanoscale
localization (~5 nm) of a single positive charge via dark-state
spectroscopy of an isolated NV center. The shaded regions
indicate the probable location of the charge with darker indi-
cating a higher likelihood. Percentages shown correspond to
the confidence intervals of the dark/light region, respectively.
(c) Analogous localization of a more proximal charge defect
(~2 nm) for a different NV center.

with the conventional picture that strain dominates the
zero-field properties of these systems. Second, we in-
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FIG. 2. ODMR spectra at zero magnetic field for (a) a

Type-Ib untreated diamond sample (S5) and (b) a Type-Ila
electron-irradiated and annealed sample (S3). The spectra
portray the two qualitative regimes one expects based upon
the average electric field strength as shown schematically in
the right panel of Fig. . The blue theory curve is obtained
via our microscopic charge model. (inset) The spectrum for S3
at a magnetic field ~ 45 G exhibits three identical hyperfine
resonances.

troduce a charge-based model (Fig. , right inset) that
quantitatively reproduces the observed ODMR spectra
for samples spanning two orders of magnitude in NV den-
sity. Third, our model suggests the ability to directly
image the position of individual charges inside the dia-
mond lattice. To this end, we propose and implement a
novel method that localizes such charges to nanometer-
size volumes (Fig. 7c). The essence of our approach is
to leverage the interplay between the polarization of the
applied microwave field and the orientation of the local
electric field.

Magnetic spectra of NV ensembles—The NV center
has a spin triplet ground state (|ms = +1,0)), which can
be initialized and read out via optical excitation and co-
herently manipulated using microwave fields [61]. In the
absence of any external perturbations, the |m, = +1)
states are degenerate and separated from |ms; = 0) by
Dgs = (27) x 2.87 GHz (Fig. Bp).

This leads to the usual expectation of a single reso-
nance peak at Dgg, consistent with experimental obser-
vations of isolated NVs (Fig. [lh, inset). However, for
high-density NV ensembles, one observes a qualitatively
distinct spectrum, consisting of a pair of resonances cen-
tered at Dy (Fig. , sample S1). This spectrum poses
a number of puzzles: First, the line-shape of each reso-
nance is asymmetric and cannot be captured by either
a Gaussian or Lorentzian profile. Second, the central
feature between the resonances is sharper than the in-
homogenous linewidth. Third, despite the presence of a
strong splitting, there exists almost no shift of the NV’s
overall spectrum.

These generic features are present in diamond sam-
ples with NV and P1 (nitrogen impurity) densities span-
ning over two orders of magnitude. Fig. [2| demonstrates
this ubiquity. In particular, it depicts the spectrum for
two other samples: one with a significantly lower NV
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FIG. 3. Both strain and electric fields lead to (a) shifting IT,
and (b) splitting 21T, of the |ms = £1) manifold. (c) When
averaged over an ensemble of NV centers, random local strain
fields lead to a single broad spectral feature (at large strain).
(d) In contrast, random local electric fields lead to two distinct
spectral regimes: at small electric fields, the center hyperfine
resonance splits, leading to a total of four resolvable features
(S3); at large electric field, one obtains the characteristic split
resonance seen in typical high density NV ensembles (S1, S5).

concentration (Fig. 2h, sample S5) and a second with
significantly lower concentrations for both NVs and Pls
(Fig. , sample S3). In this latter case, the P1 density
is low enough that the hyperfine interaction between the
NV’s electronic spin and its host *N nuclear spin can be
resolved. Normally, this hyperfine splitting would simply
result in three identical resonances split from one another
by A.. = (2m) x 2.16 MHz [62] (Fig. 2] inset). However,
as shown in Fig. 2p, one finds that the central hyperfine
resonance is split in direct analogy to the prior spectra.

The most distinct of the aforementioned features — a
split central resonance — has typically been attributed
to the presence of lattice strain [9] [44H59]. Such strain
can indeed lead to a coupling between the |m; = +1)
states, and thus split their energy levels. However, a
more careful analysis reveals an important inconsistency.
In particular, given the measured strain susceptibility pa-
rameters [44], for each individual NV, any strain-induced
splitting should be accompanied by a comparable shift of
the overall spectrum (Fig. [3). Ensemble averaging then
naturally leads to a spectrum that exhibits only a single
broadened resonance (Fig. [3f).

Microscopic charge model—In contrast, we demon-
strate that all of the observed features can be quanti-
tatively explained via a microscopic model based upon
randomly positioned charges inside the diamond lattice.
The physical intuition underlying this model is simple:
each (negatively charged) NV center plays the role of
an electron acceptor, and charge neutrality implies that
there must be a corresponding positively charged electron
donor (typically thought to be NT, a positively charged
P1 center).

Such charges produce an electric field that also (like
strain) couples the |mgs = =+1) states, leading to the
splitting of the resulting eigenstates. Crucially, however,



Pe PNV Ps I
Sample | (ppm) | (ppm) | (ppm) | (MHz)
Ib treated (S1) |1.35(5)| 1-10 | 70(5) |1.16(2)
Ib treated (S2) | 1.7(1) | 1-10 | 100(5) |0.78(3)
ITa treated (S3) |0.06(2)| 0.01-0.1 | 12(3) 2)

Th untreated (54) | 3.6(4) [0.001-0.01| 90(20)
Ib untreated (S5) | 0.9(2) [0.001-0.01|130(30)| 3.3(1)
ITa untreated (S6)|0.05(1)|0.001-0.01| 16(2)

TABLE I. Summary of the measured and extracted parame-
ters for each diamond sample. p. and I" are directly extracted
from our microscopic model, while p, is independently mea-
sured at high magnetic fields and pnv is estimated from flu-
orescence counts [67].

the N'V’s susceptibility to transverse electric fields (which
cause splitting) is ~50 times larger than its susceptibility
to axial electric fields (which cause shifting) [63][64]. This
implies that even upon ensemble averaging, the electric-
field-induced splitting remains prominent (Fig. )

Qualitative picture in hand, let us now introduce the
details of our microscopic model. In particular, we con-
sider each NV to be surrounded by an equal density, p.,
of positive and negative charges [65]. These charges gen-
erate a local electric field at the position of the NV center
and couple to its spin via the Hamiltonian:

H =(Dys +11,)S2 + (6B, + A,.1.)S,+
(S — S2) + 11, (Se Sy + Sy Sa).- (1)

Here, Z is the NV-axis, & is defined such that one of the
carbon-vacancy bonds lies in the x-z plane (Fig. [Th, right
inset), S are the electronic spin-1 operators of the NV,
I are the nuclear spin-1 operators of the host 4N [6a],
and 0B, represents a random local magnetic field (for
example, generated by nearby paramagnetic impurities).
Note that we absorb the gyromagnetic ratio into 6B,.
The two terms Ily, v = di Fy, 1 and II, = d| E, char-

acterize the NV’s coupling to the electric field, E, with
susceptibilities {d,d.} = {0.35,17} Hz cm/V [63].

In order to obtain the spectra for a single NV, we
sample E and 6B, from their random distributions and
then diagonalize the Hamiltonian. Moreover, to account
for the natural linewidth of each resonance, we include
an additional Lorentzian broadening with full-width-half-
maximum, I’ [67]. Averaging over this procedure yields
the ensemble spectrum. The distribution of E is deter-
mined by the random positioning of the aforementioned
charges. The distribution of § B, is determined by the lo-
cal magnetic environment, which depends sensitively on
the concentration of spin defects (Table .

In samples S1 and S5 (Type-Ib diamond), § B, is dom-
inated by the dipolar interaction with a high-density
P1 spin bath, whose concentration, pg, is independently
characterized [67]. Meanwhile, in sample S3 (Type-Ila
diamond), the P1 density is over two orders of magni-
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FIG. 4. Charge localization via dark-state spectroscopy. (a)
Single NV ODMR spectra (untreated Type-Ib diamond) for
two different microwave polarizations, ¢mw, depicting the re-
versal of the split-peak imbalance. The data correspond to the
localized charge shown in Fig. [Ib. (inset) Top view through
the NV-axis (£), where ¢r and ¢mw are defined with respect
to & (along a carbon-vacancy bond). (b) Analogous split-peak
imbalance data corresponding to the localized charge shown
in Fig. 1c. (¢) By changing the microwave polarization, ¢mw,
one can directly control the coupling strength between the |0)
and |+) states. (d) Measuring the change in the imbalance as
a function of pmw allows one to extract the orientation of the
electric field. Dashed lines indicate the polarizations plotted
in (a).

tude smaller, leading to a 6 B, that is dominated by in-
teractions with 13C nuclei (with a natural abundance of
1.1%); despite this difference in microscopic origin, one
can also characterize the effect of this nuclear spin bath
using an effective density, ps [67]. For each sample, us-
ing this independently characterized ps, we then fit the
experimental spectrum by varying p. and I" . We find ex-
cellent agreement for all three samples (Fig. despite
their vastly different defect concentrations (Table [).

A few remarks are in order. First, the presence of lo-
cal electric fields suppresses the effect of magnetic noise
when 6B, < II; = /112 + Hg. This is precisely the
origin for both the sharpness of the inner central feature
seen in Fig. [Th, as well as the narrowness of the inner
hyperfine resonances seen in Fig. Zb. Second, in sam-
ples where the electric field dominates, the long-range,
power-law nature of the electric field leads to a partic-
ularly heavy tailed spectrum [67]. Third, the extracted
charge density, p., is consistent with the estimated NV
density, pnv, for all “treated” (electron-irradiated and
annealed) samples (S1-S3). This agrees with our previ-
ous physical intuition: NVs behave as electron acceptors
while P1s behave as electron donors. Interestingly, this



simple picture does not directly translate to “untreated”
samples (S4-S6) where the observed charge density is sig-
nificantly larger than pyxv (Table [[); one possible expla-
nation is that such samples harbor a higher density of
non-NV charged defects (e.g. vacancy complexes [68]).

Nanoscale imaging of a single charge—QOur micro-
scopic model suggests that in samples where one can
resolve single NV centers, it should be possible to di-
rectly probe the local charge environment. However, one
expects a key difference in contrast to ensemble measure-
ments: for a single NV, the electric field has a definite
orientation with respect to the NV axes (Fig. dia-
gram).

Crucially, this orientation (namely, the angle, ¢g, in
the N'V’s transverse plane) dictates the way in which the
electric field mixes the original |mgs = £1) states into
bright and dark states:

)= o (= +1) Fe 4 m, = -1). ()
Applying a linearly polarized microwave field will then
drive transitions between the |m, = 0) state and the
|£) states. However, the relative strength of the two
transitions depends on both ¢ and the polarization of
the microwave field, opw (Fig. ) Thus, one generally
expects the measured amplitudes of the corresponding
resonances to be different. These expectations are indeed
borne out by the data (Fig. [dh,b) [69]. We note that this
observed imbalance in the inner hyperfine resonances for
a single NV is naturally averaged out in an ensemble
measurement.

Our detailed understanding of this spectroscopy for a
single NV suggests a novel method to extract the full
vector electric field and to localize the position of the
corresponding charge. In particular, by measuring the
imbalance as a function of ¢nw, one can extract the
electric field orientation, ¢ . More specifically, we define
the imbalance, 7 = ﬁ%, where A, are the amplitudes

of the |ms = 0) <> |£) resonances and derive [67]:

7~ — COS(2¢MW + ¢E) (3)

Thus, ¢ = 124(5)° can be extracted as the phase off-
set in Fig. 4d. In combination with the observed split-
ting and shifting of the inner resonances, II, = 30(50)
kHz, II, = 650(10) kHz, one can fully reconstruct the
local electric field vector [67, [70]. We do not observe any
changes to this field over the course of the experiment
(months) and find that it varies for different NV centers.
This suggests that it originates from a stationary local
charge environment. Moreover, charge neutrality and a
low defect density suggest that the electric field is gen-
erated by a single positive charge, which we can then
localize to within a nanoscale volume (Fig. [Ib,c).
Summary and outlook—While it is abundantly as-
serted in the literature that the zero-field spectral fea-
tures of NV ensembles owe to lattice strain, here, we

demonstrate that such spectra are in fact dominated by
the effect of local electric fields. Using a microscopic
charge model, we quantitatively capture the magnetic
resonance spectra of NV ensembles for defect concentra-
tions spanning two orders of magnitude. Moreover, we
introduce a method to image the spatial location of in-
dividual charges near a single NV center with nanoscale
precision.

These results open the door to a number of intrigu-
ing future directions. First, although we observe charge
densities that are consistent with the NV density in all
treated samples (and thus consistent with a picture for
charge neutrality), we find a deviation from this under-
standing for untreated samples which exhibit an anoma-
lously large charge density. Further study is necessary to
reveal the precise nature of these additional charges [60].
Second, our results provide an improved understanding
of NV ensembles at low magnetic fields; this is of par-
ticular relevance to the sensing of electric fields, lattice
strain and gyroscopic precession, as well as to studies
of magnetically sensitive quantum materials. Third, the
charge-induced suppression of § B, suggests the possibil-
ity of enhancing the NV’s resilience to magnetic noise.
Finally, understanding the local charge environment of
single NV centers could provide insights into the optical
spectral diffusion observed at low temperatures [T, [72].
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