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Ionization of molecules very often populates several cationic states launching pure electron dynam-
ics appearing as ultrafast migration of the hole charge throughout the system. A crucial question
in the emerging field of attochemistry is whether these pure electronic coherences last long enough
to allow for their efficient observation and eventually manipulation with ultrashort laser pulses. We
report a full-dimensional quantum calculation of concerted electron-nuclear dynamics initiated by
outer-valence ionization of propiolic acid molecule, showing that the charge will oscillate between
the carbon triple bond and the carbonyl oxygen for more than 10 fs before getting trapped by the
nuclear motion. This time is enough for the charge migration to be observed and controlled. We
argue that the molecule is very suitable for experimental studies.

The attosecond-laser-technology revolution [1, 2] has
made possible to study electronic dynamics on their in-
trinsic timescale [3, 4]. Ultrafast rearrangements of the
electronic cloud of molecules triggered by external per-
turbation can now be followed in time. It has been pre-
dicted theoretically [5] that very often ionization of a
molecule can lead to a coherent population of cationic
states launching in that way pure electronic dynamics in
which the created hole charge can migrate throughout
the system on an ultrashort time scale [6]. First time-
resolved measurements of pure electronic coherences fol-
lowing ionization of complex molecular systems have al-
ready been reported [7–9]. One of the most important
open questions in the field of ultrafast science, however,
is how long the pure electronic dynamics last [10–15].
Recent theoretical studies have shown that in some cases
the nuclear motion can make the electronic coherence to
disappear extremely fast [14, 15]. Moreover, it was ar-
gued that even a large difference in the time scales of
electron and nuclear motion is not sufficient to insure a
long-lasting electronic coherence, and even small nuclear
displacements can induce loss of coherence in complex
molecules within 1-2 fs, due to the interplay of many vi-
brational modes [15].
The question of electronic-coherence time span is of

particular importance, because if the pure electron dy-
namics lasts long enough it can be manipulated by specif-
ically tailored ultrashort pulses [16–18] potentially influ-
encing the follow-up nuclear rearrangement and thus the
chemical reactivity of the molecule. The possibility of
such control lies in the heart of what became to be known
as “attochemistry”. The paradigm of attochemistry is
that a particular reaction path of the molecule can be
preselected at a very early stage of its quantum evolu-
tion by acting only on the electronic degrees of freedom
before the nuclei have time to move significantly. Due to
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the coupling between the electronic and nuclear motion,
by controlling the electronic coherence one will indirectly
steer the succeeding structural changes of the molecular
skeleton. In the case of charge migration, such reaction
control can be achieved by redistributing the charge in
such a way during the pure electron-dynamics step that
the desired nuclear rearrangement is then triggered. This
can be done, however, only if the electronic coherences
last long enough to be efficiently manipulated.
Using a fully quantum approach to treat the coupled

electron-nuclear dynamics, here we demonstrate that
longer-lived electronic coherences may exist even in com-
plex polyatomic molecules. This is examplified on pro-
piolic acid (HC2COOH) showing that the charge created
upon ionization out of the highest occupied molecular
orbital (HOMO) will oscillate between the carbon triple
bond and the carbonyl oxygen for more than 10 fs be-
fore being trapped by the nuclear motion. This time is
enough for performing an efficient control over the charge
migration dynamics [18].
In order to describe the concerted electron-nuclear dy-

namics in ionized molecules, we have to go beyond the
Born-Oppenheimer approximation. A possible way to
do this, while still keeping the convenient notion of elec-
tronic states, is to use the formally exact Born-Huang
expansion [19] of the molecular wave function

Ψ(r,R, t) =
∑

i

χi(R, t)Φi(r,R), (1)

where r and R denote all electronic and nuclear coor-
dinates, respectively, Φi(r,R) are the full set of eigen-
functions of the electronic Hamiltonian (the full molec-
ular Hamiltonian with the nuclear kinetic energies set
to zero), and the expansion coefficients χi(R, t) are the
time-dependent nuclear wave packets. Within ansatz (1),
the time-dependent Schrödinger equation transforms into
a set of coupled equations for the nuclear wave packets
propagating on the electronic potential-energy surfaces
(PES). The latter are built-up by solving the electronic
eigenvalue problem at each set of nuclear coordinates R.
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Due to the non-adiabatic couplings, however, it is quite
cumbersome to solve the resulting equations of motion
using the adiabatic electronic states and that is why very
often the equations are reformulated in the so-called di-
abatic electronic basis, whose dependence on the nuclear
coordinates is so small that the derivative couplings are
either negligible [20] or completely vanishing [21]. For
bound electronic states, such reformulation of the prob-
lem can be done through the vibronic-coupling Hamilto-
nian model [22], based on a Taylor expansion of the PESs
around the energy minimum. By transforming from adi-
abatic to diabatic representation, the coupling between
the electronic states changes from derivative coupling to
coordinate coupling appearing as off-diagonal elements
in the potential-energy matrix. With such constructed
vibronic-coupling Hamiltonian we can propagate the nu-
clear wave packets created by the initial ionization. We
note that usually these types of computations are per-
formed by propagating a single nuclear wave packet on
the PESs, while here, in order to account for the elec-
tronic coherences, we need to simultaneously propagate
a number of nuclear wave packets on all relevant non-
adiabatically coupled electronic states.
Before we turn to the particular case of propiolic acid,

we would like to discuss another more general issue,
namely the analysis of the concerted electron-nuclear dy-
namics following ionization. As we are interested in the
process of charge migration, begotten by the initially cre-
ated electronic coherences, we would like to monitor the
evolution of an observable that depends on the electronic
degrees of freedom, like the hole density [5], traditionally
used for analysis of charge migration at fixed nuclear ge-
ometry [6].
The expectation value of a general electronic operator

Ô(r) can be written as

〈Ô(t)〉 =
∑

i,j

〈χi(R, t)Φi(r,R)|Ô(r)|χj(R, t)Φj(r,R)〉,

(2)
where the integration is over both the electronic and nu-
clear coordinates. As χi(R, t) do not depend on the elec-
tronic coordinates, we can perform the integration over
r and write

〈Ô(t)〉 =
∑

i,j

〈χi(R, t)|Oij(R)|χj(R, t)〉R, (3)

where the integration now is only on the nuclear coor-
dinates and Oij(R) denotes the matrix element of the
electronic operator taken between electronic states i and
j. We see again that it is advantageous to work in a dia-
batic representation and use the weak dependence of the
diabatic states on R. In this case, Eq. (2) factorizes

〈Ô(t)〉 =
∑

i,j

Oijχij(t), (4)

where

χij(t) = 〈χi(R, t)|χj(R, t)〉R. (5)

The quantities χij(t) represent the time-dependent
overlaps between the nuclear wave packets evolving on
different electronic states (correspondingly χii(t) is the
time-dependent population of state i). Being the only
time-dependent quantities in Eq. (4), they are the only
source of dephasing of the initially created electronic co-
herences [14, 15] and thus can be used as a measure for
the dephasing time. We note here that the coupling be-
tween the outgoing electron and the ionic core is an-
other source of decoherence [23]. This effect, however,
decreases with the increase of the kinetic energy of the
outgoing electron [23].
Using the above sketched formalism, we studied the

charge-migration dynamics triggered by outer-valence
ionization of the propiolic acid molecule. We showed re-
cently [18] that the ionization out of HOMO will lead to
coherent population of the ground and the second excited
cationic states of the molecule. This is a consequence of
the electron correlation, manifesting in this case as the
so-called hole mixing [24], meaning that the populated
cationic states are mainly linear combinations of one-hole
(1h) configurations, corresponding to an electron missing
from a particular orbital (see, Refs. [6, 24]). In propiolic
acid, the orbitals that mix in the first and the third ionic
states are 15a′ (HOMO) and 14a′ (HOMO−2), which are
depicted in the middle panel of Fig. 1. The ionization
of HOMO will thus launch charge-migration oscillations
between the carbon triple bond and the carbonyl oxygen
with a period of about 6.2 fs, determined by the energy
gap between the first and the third cationic states [17].
In order to study the decoherence of this charge-

migration dynamics introduced by the nuclear motion,
we computed the cationic eigenstates of the system
along all 15 nuclear degrees of freedom, using the ab-

initio third-order Algebraic Diagrammatic Construction
(ADC(3)) method [25]. At this level of theory, all 1h and
two-hole–one-particle excitations are taken into account.
DZP basis sets [26] were used. A representative exam-
ple of these calculations is shown in the upper panel of
Fig. 1 as dots, where the first four ionic states of the sys-
tem along the normal vibrational mode of a′ symmetry
at 462.2 cm−1 are depicted. This mode (also sketched in
the figure) corresponds mostly to the bending of the car-
bonyl structure and thus is expected to strongly influence
the electron dynamics, as it deforms the molecular skele-
ton and the sites between which the charge migration
takes place. Importantly, the PESs are relatively par-
allel to each other, which means that the nuclear wave
packets propagating on different cationic states will move
mostly synchronously, prolonging the time during which
the wave packets significantly overlap in space and thus
keep the electronic coherence (see Eq. (4)).
With the help of these adiabatic PESs we constructed

a quadratic vibronic-coupling Hamiltonian [27]

ĤV C = τ̂N + ν0 +W, (6)

where τ̂N and ν0 represent the harmonic approximation
of the kinetic and potential energy of the neutral unper-
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FIG. 1. Top panel: Potential energy surfaces of the first four
cationic eigenstates of propiolic acid along the normal mode
at 462.2 cm−1 belonging to a

′ symmetry. Adiabatic PESs ob-
tained by Green’s function ADC(3)/DZP calculations (dots)
and diabatized PESs from the vibronic-coupling model (solid
curves) are presented. Middle panel: Molecular orbitals in-
volved in the hole mixing appearing in the ground and the sec-
ond excited ionic states. Bottom panel: Hole-mixing weights
in the ground ionic state along the normal mode shown in
the top panel. Horizontal axis of top and bottom panel is the
same.

turbed reference ground state, while the matrix W con-
tains the diabatic energies as diagonal terms and their
couplings as off-diagonal elements

Wjj = Ej +
∑

i

κ
(j)
i qi +

1

2

∑

i

γ
(j)
i q2i , (7a)

Wjk =
∑

i

λ
(jk)
i qi. (7b)

In Eqs. (7), Ej is the vertical ionization energy of state

j, κ
(j)
i and γ

(j)
i are the linear and quadratic couplings

of state j for normal mode i, respectively, and λ
(jk)
i are

the linear couplings between states j and k by normal
mode i. The quantities qi are the dimensionless nuclear
coordinates, describing the displacement from a reference
configuration along the normal mode i. The Hamiltonian
ĤV C takes into consideration the first four states and all
the 15 nuclear degrees of freedom. All parameters of
the model are obtained by a least-square fit with respect
to the adiabatic PESs computed with ADC(3) method.
An example of the resulting diabatic PESs is depicted in

the upper panel of Fig. 1 with solid lines. We note that

the vibronic couplings between the states λ
(jk)
i are weak,

meaning that there will be very little transfer of popula-
tion and the different wave packets will mostly propagate
on the states where they were initially created. This is a
favorable case, as strong couplings and especially conical
intersections are a source of decoherence.

We used the vibronic-coupling Hamiltonian to
propagate the initial state with the help of the Multi-
Configuration Time-Dependent Hartree (MCTDH)
method [28, 29]. The initial state, corresponding to the
removal of a HOMO electron from a vibrationally cold
neutral molecule, has been constructed by projecting the
ground-state vibrational wave function on the four ionic
states of interest using the HOMO hole-mixing weights
along all nuclear degrees of freedom. The hole-mixing
weight represents the square of the coefficient with
which each orbital participates in the 1h part of the
corresponding cationic sate. This parameter can change
dramatically along a normal mode, as shown in the lower
panel of Fig. 1, where the weights, with which orbitals
15a′ and 14a′ contribute to the ground ionic state,
are depicted along the normal mode at 462.2 cm−1.
When both orbitals have a substantial weight in the
hole mixing, the electron dynamics will be strong. The
strength of hole mixing can be both a source of charge
dynamics and a way to suppress it, and can thus operate
as a natural filter reducing the dephasing effect of the
initial width of the wave packet [11]. Strong electron
dynamics will take place only at nuclear configurations
where strong hole mixing appears and thus not the full
width of the nuclear wave packet will be important for
the charge migration.

Before discussing the results of the full molecular dy-
namics, a comment on the practical realization of such
an initial state is in order. In the energy range 11-15 eV
only the four states shown in Fig. 1 are present. The first
and the third one belong to the a′ symmetry, while the
second and the forth one to a′′. Being a small quasi-linear
molecule, propiolic acid can be aligned and oriented using
for example impulsive orienting techniques [30]. Such a
preorientation will permit to ionize only the symmetry of
interest, populating exclusively the ground and the sec-
ond excited states of the cation. The initial state used
in our work also assumes an ultrashort (sudden) ioniza-
tion. Such a situation can be realized for example by
field ionization with a strong IR pulse. Due to the rel-
atively large energy difference between orbitals 15a′ and
14a′, the tunnel ionization will be performed nearly ex-
clusively from the HOMO. Ionization with an ultrashort
XUV pulse [31] can also be used. The latter scheme has
the advantage to create fast photoelectrons, reducing the
ionization time to just a few attoseconds [32] realizing in
practice the sudden ionization limit (see also Ref. [33]).

Let us now turn to the results of our full-dynamics
calculations. An important information about the evo-
lution of the system and the dephasing of the electron
coherences can be obtained from the time-evolution of
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FIG. 2. Time-dependent overlaps of the nuclear wave pack-
ets χij(t), Eq. (5), propagating on the first 4 cationic states
of propiolic acid after removal of a HOMO electron. Upper
panel: The diagonal elements χii(t) giving the population
evolution of corresponding states. Lower panel: The real and
imaginary part of the most important non-diagonal element
χ13(t) related to the degree of coherence of the system.

the wave packet overlaps χij(t), Eq. (5) [see also Eq. (4)].
Those are presented in Fig. 2. The diagonal elements, or
the state populations, are depicted in the upper panel of
the figure. As expected, due to the weak vibronic cou-
pling between the states, very small population transfer
is observed. The lower panel shows the real and imagi-
nary parts of the non-diagonal element χ13(t) giving the
overlap between the wave packets propagating on the first
and third ionic state, and being a measure for the coher-
ence. We see that the system gradually dephases within
20 fs, keeping a high degree of coherence during the first
10 fs. This time is enough for both observing the charge
migration and for its control.
Although χij(t) provide information on the lifetime of

the electronic coherences, it is important to be able to
visualize and analyze the charge dynamics in time and
space. A convenient way to do that is to compute the
hole density of the system. The latter, defined as the
difference between the electronic density of the neutral
and that of the cation [5, 24], can be constructed from
the full molecular wave functions of the system before
and after ionization using Eq. (4)

Q(~r, t) = χ00〈Φ
N
0 |ρ̂|ΦN

0 〉 −
∑

i,j

χij(t)〈Φ
N−1
i |ρ̂|ΦN−1

j 〉,

(8)
where ρ̂ is the electronic density operator, χ00 is the over-
lap integral of the initial vibrational wave function (taken
to be 1 as the ground vibrational state is normalized), ΦN

0

is the electronic ground state, and ΦN−1
i are the cationic

states. Importantly, to be able to factorize the electronic
and nuclear part of the density, we have to use the dia-

batic states.
The hole density computed along the molecular axis of

the propiolic acid accounting for all 15 nuclear degrees of
freedom is shown in Fig. 3. We see that the initial strong
charge oscillations between the carbon triple bond and
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FIG. 3. Time evolution of the hole density, Eq. (8), along the
molecular axis of propiolic acid following ionization out of the
HOMO. The equilibrium atomic positions are also denoted.
The charge-migration oscillations are dephased by the cou-
pling to the nuclear motion. All nuclear degrees of freedom
are taken into account.

the carboxyl group are gradually damped, distributing
the charge. Before being trapped by the nuclear mo-
tion, however, the charge performs a few clear oscilla-
tions. The time during which the electronic coherence
is driving the charge dynamics is, therefore, long enough
to allow for an efficient observation and control, making
the propiolic acid a suitable candidate for experimental
studies.
Before we conclude, we would like to touch upon some

of these possibilities. As we mentioned above, due to
its linear structure, the propiolic acid can be aligned
and oriented, making it amenable to the time-resolved
high-harmonic generation (HHG) technique, employed
recently by Wörner and co-workers [8]. The tunnel ion-
ization by a linearly polarized strong IR field will favor
removal of a HOMO electron, triggering the charge dy-
namics discussed above. The increase of intensity will
start to admix ionization out of HOMO and HOMO−2,
as the probability to tunnel also from the deeper orbital
will increase. In such a way, different initial states can
be prepared, launching different charge dynamics. Those
differences should be encoded in the resulting HHG spec-
tra.
Being able to access only the first few fs after the ion-

ization, the time-resolved HHG spectroscopy would not
be very suitable to study the possibility to control the
charge-migration dynamics. For this purpose, attosecond
XUV-pump–XUV-probe techniques [34] would be more
appropriate. Immediately after the pump pulse, the trig-
gered charge migration can be controlled by an IR-pulse
sequence, as suggested in Ref. [18]. The delay between
the IR pulse and its replica could be optimized to change
at will the localization of the hole during the electron
dynamics. The degree of control achieved could then
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be probed by a second ultrashort XUV pulse, e.g. by
angle-resolved photoemission spectroscopy, as suggested
by Remacle and Levine [35, 36], or by time-resolved tran-
sient absorption spectroscopy [37]. Although extremely
challenging, such experiments would be a proof of con-
cept for the possibilities offered by ultrafast science in
terms of control of molecular dynamics and chemical re-
activity.
In this letter we studied the ultrafast charge dynam-

ics initiated by ionization out of the HOMO of propiolic
acid. Our fully quantum calculations showed that the
electron-correlation driven charge migration survives the
decoherence induced by the slower nuclear motion long
enough to permit its observation and control. This also
shows that pure electronic coherences can last longer even

in systems with many nuclear degrees of freedom. Al-
though certainly very much case dependent, the slower
decoherence can be expected in a large number of sys-
tems. In this respect, the propiolic acid is not an outlier.
Several features of the molecule makes it a suitable can-
didate for experimental studies, in which the paradigm
of attochemistry could be tested. We hope that our work
will motivate such investigations.
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[10] V. Despré, A. Marciniak, V. Loriot, M. Galbraith,
A. Rouzée, M. Vrakking, F. Lépine, and A. Kuleff, J
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