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Coalescing binary black holes emit anisotropic gravitational radiation. This causes a net emission
of linear momentum that produces a gradual acceleration of the source. As a result, the final
remnant black hole acquires a characteristic velocity known as recoil velocity or gravitational kick.
The symmetries of gravitational wave emission are reflected in the interactions of the gravitational
wave modes emitted by the binary. In this work we make use of the rich information encoded
in the higher-order modes of the gravitational wave emission to infer the component of the kick
along the line-of-sight (or radial kick). We do this by performing parameter inference on simulated
signals given by numerical relativity waveforms for non-spinning binaries using numerical relativity
templates of aligned-spin (non-precessing) binary black holes. We find that for suitable sources,
namely those with mass ratio q ≥ 2 and total mass M ∼ 100M�, and for modest radial kicks
of 120km/s, the 90% credible intervals of our posterior probability distributions can exclude a
zero kick at a signal-to-noise ratio of 15; using a single Advanced LIGO detector working at its
early sensitivity. The measurement of a non-zero radial kick component would provide the first
observational signature of net transport of linear momentum by gravitational waves away from their
source.

PACS numbers: 04.80.Nn, 04.25.dg, 04.25.D-, 04.30.-w

Introduction The detection of gravitational waves
(GWs) from coalescing binary black holes (BBHs) by
the Advanced LIGO [1] and Virgo [2] detectors has
opened the long anticipated era of GW astronomy [3–7].
With LIGO soon entering its third observation run
with improved sensitivity [8, 9] it is expected that BBH
detections will not only become more frequent but also
louder. This will improve studies on the astrophysical
distribution and origin of BBHs [10, 11] and enhance
tests of General Relativity (GR) [5, 12, 13]. GR predicts
that gravitational waves carry linear momentum away
from the source [14–16]; however no measurement of
this feature has yet been performed. In this letter we
propose and demonstrate a simple method to prove the
existence of a net emission of gravitational wave linear
momentum emitted by BBHs via the measurement of
the recoil velocity (or kick) of the remnant black hole
(BH) relative to the observer[17–21].

The two “+” and “×” polarizations of a GW emitted
by a BBH coalescing at a time tc can be written as a
superposition of GW modes, h`,m, weighted by spin −2
spherical harmonics Y −2

`,m as

h+ − ih× =
∑
`≥2

m=∑̀
m=−`

Y −2
`,m(ι, ϕ)h`,m(Ξ; t− tc), (1)

Here, Ξ denotes the masses mi and dimensionless spins
~χi of the individual components of the BBH and (ι, ϕ)
are spherical coordinates describing the location of the
observer around it (or conversely, the orientation of the
binary). For non-precessing binaries, and during most
of the coalescence process, the above sum is vastly domi-
nated by the (2,±2) modes. The others, known as higher

modes (HMs), become strong only during the final stages
of the process, increasing their impact as the mass ratio
q = m1/m2 ≥ 1 grows [30, 31]. In general, GW modes
interact in an anisotropic fashion, leading to a net emis-
sion of GW linear momentum which increases during the
merger stage of the coalescence [17], when both the net
GW emission and the HMs become stronger. As a conse-
quence, the final BH acquires a characteristic final veloc-
ity known as BH kick ~K. Its magnitude |K| depends on
the mass ratio and the individual spins of the objects and
can reach values of ∼ 103km/s in the most extreme cases
[15, 18, 21–24], enough to make the final BBH escape its
host galaxy [25, 26].

A method to estimate Kr was proposed in [27]. There,
the effect of the kick was modelled as a progressive
Doppler shift on the observed dominant (2, 2) mode of
the GW emission. However, since the kick is caused
by the asymmetric interaction of GW modes, any
imprint of Kr in the GW signal should be included by
adding all modes together and no artificial imparting
of a Doppler shift should be needed to account for
the kick1. Furthermore, because different observers
around the source observe a very different interaction
between the multiple GW modes, the difference between
signals corresponding to different Kr (or observed at
different locations) is more dramatic than a simple
shift in the observed frequencies. For instance, for
the case shown in Fig.1, the observer located in the
direction of the final kick measures a weaker signal peak
than the one located opposite to it, which can not be

1 Note that by definition, the (2, 2) and all other modes look the
same in all directions for a given source (see Eq.(1)).
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accounted by means of Doppler shifts (see Fig.1 in [27])2.

In this letter we will exploit these features to infer the
location of the observer with respect to the final kick.
Next, we will combine this with estimates of |K|(Ξ) ob-
tained via the estimation of the BBH intrinsic parameters
Ξ to estimate Kr.

Black hole kick frame For non-precessing binaries
the direction of the angular momentum ~L is conserved,
making it natural to define the polar (or inclination)

angle ι from eqn. (1) as the angle between ~L and the

line-of-sight. This way, ι = 0 is parallel to ~L (source
face-on to the observer) and ι = π/2 defines the orbital
plane (source edge-on). While it is common practice
to report the inferred value of ι for gravitational wave
observations [29], the azimuthal angle ϕ is generally
regarded as a nuisance parameter due to its lack of
physical significance in most analyses, which only
consider the dominant (2, 2) mode. In this case, varying
ϕ only leads to global phase shift in the observed signal,
which makes the GW radiation isotropic and difficults
the definition of a physical phenomenon that defines its
origin. However, when including HMs, the waveform
morphology depends on ϕ on a more complex way.
For aligned-spin binaries the kick ~K is contained in
the orbital plane, defining a preferred direction in it
given by (ι = π/2, ϕ = ϕK). This allows us to define
a kick frame of reference with angular coordinates
(ι, ϕ̄ = ϕ − ϕK). This way, the azimuth ϕ̄ measures the
angle between the final kick and the projection of the
line-of-sight onto the orbital plane. The component of
the kick onto the line-of-sight (or radial kick) may then
be written as Kr = K(Ξ) cosα = K(Ξ) cos ϕ̄ cos(ι−π/2).

Analysis Our goal is to determine the precision with
which we can measureKr, given time-domain data d(t) =

n(t) + h(t;~λ), where n(t) is environmental and instru-

mental noise, and h(t;~λ) is the waveform of a potential

GW signal with source parameters ~λ = {Ξ; ι, ϕ̄; tc...}.
Our figure of merit will be the confidence intervals of the
marginalized posterior probability of Kr(~λ). To obtain
this, we first compute the posterior probability density
function (PDF) for ~λ, denoted by p(~λ|d) ∼ π(~λ)L(d|~λ).
With this, we can then compute the marginal posterior
on Kr as p(Kr|d) =

∫
Λ(Kr)

p(~λ|d)d~λ, with Λ(Kr) = {~λ :

Kr(~λ) = Kr}. Here, π(~λ) is the prior PDF on the source

parameters and L(d|~λ) is likelihood of our observations

d, given source parameters ~λ. Simplifying our nota-

tion, the likelihood is given by L(~λ) = e−
1
2 (d−h(~λ)|d−h(~λ))

2 A study of the morphology of these signals and the physics be-
hind it is beyond the scope of this work. However, an article
addressing these details is already in preparation [28].

Kick direction

Opposite to Kick

-100 -50 0 50
-0.10

-0.05

0.00

0.05

0.10

Ht-tcL@MD

h +
@1êM

D

FIG. 1. Impact of azimuthal angle: Last cycles of a GW
signal emitted by a q = 3 non precessing binary in the di-
rection of its final kick (solid) with (ι, ϕ) = (π/2, ϕK) and
opposite to it (dashed) with (ι, ϕ) = (π/2, ϕK + π). Strain
and time are expressed in numerical relativity units and tc
coincides with the amplitude peak of the (2, 2) mode. The
observed final velocities are Kr = ±163km/s. See section II
for a detailed definition of the angles.

FIG. 2. Bank of non-precessing numerical simulations:
Set of simulations used as templates and injections (black
circles) in this study, represented by their q and effective spin

χeff =
m1χ1,z+m2χ2,z

m1+m2
. Here, χi,z denotes the projection each

BH spin along the direction of the orbital angular momentum.

[32] where (a|b) denotes the noise weighted inner prod-

uct 4R
∫ fh
f0
ã(f)b̃∗(f)/Sn(f)df and Sn(f) is the one sided

spectral density of the detector noise [33]. In this study
we consider the case of Advanced LIGO working at its
predicted early sensitivity [8] with a lower frequency cut-
off f0 = 24Hz.
The waveforms h(~λ) used in this study are obtained from
the GeorgiaTech catalog of numerical relativity (NR)
simulations [34, 35] 3, which cover the parameter space
shown in Fig. 2. In these simulations, signals are ex-

3 We include the most dominant modes, namely those with
(`,m) = {(2,±1), (2,±2), (3,±2), (3,±3), (4,±4)}.
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FIG. 3. Resolvability of orientation: Overlap, maximised over masses and spins, between two fiducial signals emitted in
the direction of the final kick of two binaries and our NR template bank as a function of the orientation of the templates,
expressed in Hammer-Aitoff coordinates. YHA = 0 denotes edge-on orientations (or the orbital plane) while YHA = ±1 denotes
face-on/off orientations. XHA is defined so that XHA = 0 corresponds to ϕ̄ = 0. Hence, (XHA, YHA) = (0, 0) denotes the
direction of the final kick. The fiducial signals correspond to a binary with parameters consistent with GW150914 (left panel)
and a q = 3 binary with a total mass of M = 100M�. The stronger higher mode content of the q = 3 binary leads to a stronger
dependence of the signal on the orientation of the binary, and a rapid degradation of the overlap for orientations different than
that of the source.

tracted on a fixed sphere that does not follow the center-
of-mass of the BBH. Hence, the information about the
kick is already present in the extracted modes and its
effect is correctly implemented in the resulting wave-
forms. In the evaluation of L(d|~λ), we set the noise term
n(t) = 0, which is equivalent to averaging the posterior
PDF over many noise realizations [36] and can therefore
be used to determine the expected precision for the mea-
surement of Kr. Finally, we characterize the intrinsic
loudness of our signals h via the optimal signal-to-noise
ratio (SNR) ρ = (h|h)1/2 and the similarity of two signals

h1( ~λ1) and h2( ~λ2) is quantified in terms of their overlap
O(h1|h2) = (h1|h2)/

√
(h1|h1)(h2|h2) [38].

To evaluate the posterior PDF p(~λ|d) we adopt uni-
form, independent priors on the intrinsic source param-
eters and, for each point shown in Fig. 2, we evaluate
L(~λ) over a grid of orientations (ι, ϕ̄) and total mass
M = m1+m2 with a resolution of δM = 0.5M�, δϕ̄ = 0.1
and δ(cos ι) = 0.1. Finally, as in similar studies, we max-

imize L(~λ) over time of arrival, polarization angle and
distance [37]. In the sections which follow, we report and
study credible intervals for Kr for a variety of simulated
test signals, setting d(t) = hinj(~λinj). Following the par-
lance of GW data analysis, we refer to hinj as injections

and to h(~λ) as templates.

Unlike analytic approximate models [39, 40], NR
waveforms cover a discrete family of BBH parameters,
which limits our sampling of L(~λ). Because our NR
bank is more dense in the q < 3 region, we confine
our study to this part of the parameter space. We
perform injections with intrinsic parameters q = 2, 3 and

100M� and 200M�. In addition, we consider a source
with parameters marginally consistent with GW150914 4.

Results In previous work [27], the distinguishability
of non-zero Kr waveforms was assessed by means of
their mismatch (1 − O) to Kr = 0 ones. Modelling the
effect of the kick via Doppler shifts, Kr of the order
of 103km/s lead to mismatches of 10−5. This means

that SNRs of ρ ∼ 1/
√

10−5 ∼ 300 would be needed
to measure such kicks [41]. In contrast, modelling the
kick including the HMs causes a stronger imprint in
the waveform that facilitates its measurement. Fig.3
shows the overlap between two waveforms (or injections)
emitted in the direction of the final kick of two different
BBHs to all our NR bank of templates h(Ξ; ι, ϕ̄) as a
function of (ι, ϕ̄) and maximised over Ξ. In the right
panel, the injection has (qinj ,M inj) = (3, 100M�) and
Kinj
r ∼ 160km/s. The strong HMs produce a strong

dependence of the signal on the BBH orientation, leading
to a fast degradation of the overlap as (ι, ϕ̄) differ from
those of the injection, and to a better resolvability of
the orientation. In particular, the mismatch between
our injections and Kr = 0 templates can be as low as
1 − 0.92 = 0.08, thus distinguishable at an SNR ρ ∼ 4.
In contrast, since HMs are much weaker for a source
like GW150914, overlaps are always greater than 0.985
making the orientation harder to constrain (left panel).

4 The corresponding BBH simulations are labeled as GT0446,
GT0453 and GT0738 in the public GeorgiaTech waveform cata-
logue in http://www.einstein.gatech.edu/table .
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Although the mismatch provides a simple method to
assess the measurability of a parameter, it is more
appropriate to do this using full Bayesian parameter
inference. Fig.4 shows posterior distributions for Kr

for signals emitted by a non-spinning binary with
(q,M) = (2, 100M�), varying orientation and optimal
SNR ρ = 15.5 The real value Kr,inj of the signal
(white bars) is always well within the 68% and 90%
credible regions of our posterior distributions, delimited
respectively by grey and black bars.6. While we find
that the uncertainty in the angle between the kick
and the line-of-sight α is fairly constant with αinj , the
uncertainty in cosα increases as αinj does, leading to
larger uncertainties for low values of Kr,inj , for which
| cosα| is small. Also, for fixed intrinsic parameters, the
distribution of α is proportional to sinα, causing the
posterior distributions to show larger tails toward the
low |Kr,est| end when |Kr,inj | is large. This can make
the peak of the distribution differ from the injected value
in some cases. Similarly, the larger density of our bank
in the low q region (for which |K| is low) can cause a
selection bias toward Kr,est = 0, resulting in the bimodal
shape of some of the distributions. The peak near zero
disappears as we raise the SNR and the poorly matching
templates contributing to it are down-weighted. When
|Kr,inj | ≥ 120km/s we can obtain non-biased estimates
that exclude Kr = 0 from 90% credible interval of our
posteriors.

Fig.5 shows the relative percent width of the 90%
credible intervals ∆Kr,90, obtained for four different
binaries with varying orientation as a function of Kr,inj .
An accurate estimation of Kr requires the presence of a
merger-ringdown signal with strong HMs to measure the
orientation of the source (hence α) and some inspiral
cycles to infer the parameters of the binary (hence |K|)
[43, 44]. This happens for our M = 100� cases (red
and green), for which Kr can be estimated better than
∆Kr,90 = 60km/s if Kr,inj ≥ 120km/s. Instead, for
the 200M� case (blue), only a short ringdown portion
of the signal is in band, which difficults to measure its
intrinsic parameters and leads to slightly less accurate
estimates of Kr. In any case, for all these sources we
find orientations for which Kr = 0 can be ruled out.
This is not true for the GW150914-like source, for which
our measurement accuracy is never better than a 150%
of the injected value due to its weak HMs. In the best
case, for α = 0, we obtain Kr,est = 32+8

−48km/s.

5 We obtain the continuous distributions shown in the figure ap-
plying a Gaussian kernel density estimator [42] on our discrete
NR sample grid.

6 These are respectively defined as the intervals delimited by the
16th-84rd and 5th-95th percentiles of the posterior distribution.
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FIG. 4. Estimations of Kr for selected injections: Pos-
terior distributions for Kr for several injections corresponding
to a non-spinning BBH with q = 2 M = 100M� with vary-
ing orientations with respect to the observer. We consider an
observed SNR ρ = 15.
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FIG. 5. Uncertainty in the measurement of Kr: Percent
relative width of the 90% credible intervals, ∆Kr,90, of the
posterior distributions for Kr for signals emitted by various
sources as a function of Kr.

Conclusions BBH coalescences radiate anisotropic
GWs, imparting a recoil velocity, or kick, to the remnant
BH. Detection of the recoil would provide the first obser-
vational evidence of net transport of linear momentum
by gravitational waves away from their source. In this
letter, we have prescribed and demonstrated a method
to infer the component of the final BH kick along the
line-of-sight. The method relies on exploiting the HMs
of the GW emission to estimate the inclination and
azimuthal angles of the binary. While the former has
been commonly reported for BBH observations, the
azimuth has been treated as a nuisance parameter due
to its lack of clear physical meaning. Expressing GW
templates in their kick frame, we redefine the azimuth
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as the angle between the final kick and the projection
of the line-of-sight onto the orbital plane. Performing
parameter estimation on aligned-spin sources using NR
templates, we have shown that for suitable BBHs, and
at a SNR ρ = 15, modest kicks of Kr ∼ 120km/s can
be estimated with 90% credible intervals of around
60km/s. This allows to rule out Kr = 0, using a single
Advanced LIGO detector working at its early sensitivity.
Ruling out a zero kick requires the observation of highly
inclined, unequal mass binaries with fairly large total
mass. However, no such source has yet been observed
[4–7, 13, 29, 45–48] and it is unlikely that a zero kick can
be ruled out using current BBH observations. With the
Advanced LIGO and Virgo network about to commence
its third observation run with improved sensitivity [8]
and the development of searches targeting these sources
[49], there is hope for such observations to happen
in the near future. Finally, our study is limited by
the discreteness of our NR template bank, and should
be taken as a proof-of-concept. Future application of
these methods to BBH observations should implement
continuous waveform families including the effects of
spins and HMs [43, 50, 51], after expressing waveforms
in their kick frame.
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der, and S. Ossokine, (2018), arXiv:1803.10701 [gr-qc].

[52] PACE, Partnership for an Advanced Computing Envi-
ronment (PACE) (2017).

http://dx.doi.org/10.1103/PhysRevLett.116.241102
http://dx.doi.org/10.1103/PhysRevLett.116.241102
http://arxiv.org/abs/1602.03840
http://dx.doi.org/10.1103/PhysRevD.93.084019
http://arxiv.org/abs/1511.02060
http://arxiv.org/abs/1501.00918
http://dx.doi.org/10.1103/PhysRevD.49.2658
http://dx.doi.org/10.1103/PhysRevD.49.2658
http://arxiv.org/abs/gr-qc/9402014
http://dx.doi.org/ 10.1088/0264-9381/33/20/204001
http://arxiv.org/abs/1605.03204
http://dx.doi.org/10.1103/PhysRevD.95.104038
http://arxiv.org/abs/1612.02340
http://arxiv.org/abs/1612.02340
http://dx.doi.org/ 10.1088/0004-637X/725/1/496
http://arxiv.org/abs/0904.1017
http://arxiv.org/abs/0904.1017
http://dx.doi.org/10.1103/PhysRevD.96.104041
http://arxiv.org/abs/1705.09833
http://dx.doi.org/10.1103/PhysRevD.49.6274
http://dx.doi.org/ 10.1103/PhysRevD.93.044007
http://dx.doi.org/ 10.1103/PhysRevD.93.044007
http://arxiv.org/abs/1508.07253
http://dx.doi.org/10.1103/PhysRevD.95.044028
http://arxiv.org/abs/1611.03703
http://dx.doi.org/10.1103/PhysRevD.78.124020
http://dx.doi.org/10.1103/PhysRevD.78.124020
http://arxiv.org/abs/0809.3844
http://arxiv.org/abs/1708.00404
http://dx.doi.org/10.1103/PhysRevD.92.022002
http://dx.doi.org/10.1103/PhysRevD.92.022002
http://arxiv.org/abs/1504.04766
http://arxiv.org/abs/1606.01210
http://dx.doi.org/10.1103/PhysRevD.94.064035
http://dx.doi.org/10.1103/PhysRevD.94.064035
http://arxiv.org/abs/1606.01262
http://dx.doi.org/10.1103/PhysRevD.96.022001
http://dx.doi.org/10.1103/PhysRevD.96.022001
http://arxiv.org/abs/1704.04628
http://dx.doi.org/10.1103/PhysRevD.97.024016
http://arxiv.org/abs/1711.02009
http://arxiv.org/abs/1711.02009
http://dx.doi.org/10.1103/PhysRevD.97.023004
http://dx.doi.org/10.1103/PhysRevD.97.023004
http://arxiv.org/abs/1709.09181
http://dx.doi.org/ 10.1103/PhysRevD.96.024058
http://arxiv.org/abs/1705.07089
http://arxiv.org/abs/1803.10701
http://www.pace.gatech.edu
http://www.pace.gatech.edu

	Tracking black hole kicks from gravitational wave observations
	Abstract
	References


