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We introduce a Diagrammatic Monte Carlo (DiagMC) approach to angular momentum properties
of quantum many-particle systems possessing a macroscopic number of degrees of freedom. The
treatment is based on a diagrammatic expansion that merges the usual Feynman diagrams with the
angular momentum diagrams known from atomic and nuclear structure theory, thereby incorporating
the non-Abelian algebra inherent to quantum rotations. Our approach is applicable at arbitrary
coupling, is free of systematic errors and of finite size effects, and naturally provides access to the
impurity Green function. We exemplify the technique by obtaining an all-coupling solution of the
angulon model, however, the method is quite general and can be applied to a broad variety of systems
in which particles exchange quantum angular momentum with their many-body environment.

Quantum many-body systems involving coupled angu-
lar momenta are ubiquitous in physics. For example, in
solids the electron spin and orbital angular momenta are
coupled to the lattice degrees of freedom, which manifests
itself in the Einstein-de Haas and Barnett effects [1, 2].
A complete understanding of the intricate many-body
dynamics governing these effects, if achieved, would have
far-reaching applications, from ultrafast control of mag-
netism [3, 4] to spintronics [5] to solid-state quantum
computing [6]. Among atomic and molecular systems,
molecules immersed in superfluid helium [7] or solid para-
hydrogen [8], as well as Rydberg atoms in Bose-Einstein
condensates [9], exchange their orbital angular momen-
tum with the quantum many-body bath [10]. Similarly,
molecules spinning inside ‘cages’ in perovskite crystals [11]
exchange angular momentum with the lattice, which was
shown to influence photovoltaic performance of solar-cell
materials [12]. Finally, since molecular reactivity depends
on molecular orientation in space [13], modeling the ef-
fects of a fluctuating quantum environment on molecular
rotations is a crucial step towards one of the main goals of
chemistry — controlling chemical reactions in solutions and
on surfaces. Describing angular momentum dynamics in
such many-body systems, however, represents a seemingly
impossible task, for it requires addition of an essentially
infinite number of quantum angular momenta.

Numerical studies of the systems listed above usually
follow ‘atomistic’ approaches, such as path-integral [14—
16] and diffusion [17-19] Monte Carlo, as well as density
functional theory [20, 21], where the many-body environ-
ment is modeled as a cluster of finite size in real space.
These approaches make it challenging to reach the ther-
modynamic limit, are prone to systematic errors due to
a discrete time step, while also providing only a limited
insight into the angular momentum properties of the in-
dividual components of the many-particle system. The
Diagrammatic Monte Carlo (DiagMC) technique [22-24]
represents an alternative approach: based on the idea of

stochastic sampling in the space of Feynman diagrams, it
works in continuous time and in the thermodynamic limit
— taking full advantage of the second quantization formal-
ism. Through the years, DiagMC has established itself as
a powerful and elegant method to obtain a numerically
exact solution for a variety of many-particle problems
[25-35], including the Frohlich polaron [22-24, 36], the
Holstein [37], spinful [38] and Bose [39] polarons, excitons
[40], and many-polaron ensembles [41]. All applications
of DiagMC to impurity problems to date, however, dealt
either with structureless impurities (e.g. spherical atoms)
or impurities possessing a very simple internal structure
(e.g. spin-1/2 systems or Jahn-Teller polarons [42]). An
extension to particles possessing angular momentum de-
grees of freedom poses a substantial challenge due to the
non-Abelian nature of quantum rotations. Namely, a
many-body state resulting from the coupling of n angu-
lar momenta — where n can get arbitrarily large in the
strong-coupling regime — requires one to use n Wigner
3j-symbols, making it very difficult to go beyond the
perturbative regime.

In this Letter, we develop a DiagMC approach to angu-
lar momentum properties of quantum many-body systems
possessing a macrosopic number of degrees of freedom, in
equilibrium. We exemplify the capabilities of the approach
by applying it to the angulon problem — an extended
impurity (e.g. a molecule) whose rotation is coupled to
collective excitations of bosons. While maintaining the
advantages of DiagMC — working in the thermodynamic
limit and continuous time allows to avoid finite-size effects
and systematic errors — our approach greatly extends its
scope of application, establishing a far-reaching connec-
tion between DiagMC, molecular, and condensed-matter
problems. The molecular Green’s function and the an-
gular momentum properties are naturally embedded in
the formalism and easily accessed. Our approach differs
in an essential way from the DiagMC treatment of other
impurity problems, as we introduce a new class of updates



which is necessary to explore the intricate diagram space
of quantum rotations in a many-body environment.

The DiagMC approach described here is quite general,
and can be applied to, in principle, any system whose
orbital or rotational degrees of freedom are perturbed by
a many-body environment. Without loss of generality,
we exemplify the DiagMC technique by applying it to
the angulon Hamiltonian, which can be seen as the ro-
tational counterpart of the Frohlich polaron model [43].
The angulon model has been originally derived for an
ultracold molecule rotating in a weakly-interacting BEC
[10, 44]. Later, it was shown that angulons provide a
phenomenological tool to describe molecules interacting
with dense quantum solvents, such as superfluid *He, in
good agreement with experiment [45-47]. In the case of
a linear-rotor impurity immersed into a bath of bosons,
the angulon Hamiltonian reads [10, 48, 49]:
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where >°, = [ dk and units of & = 1 are used hereafter.
The rotational constant, B = 1/(21), is expressed in terms
of the molecular moment of inertia I, the bath is described
by the field operators, IA)LM (bray.), which create (destroy)
a bosonic excitation with linear momentum &, angular mo-
mentum A, and angular momentum projection along the
z axis, p, and wyg is the dispersion relation for the bosons.
The third term of Eq. (1) gives the impurity-bath inter-
action, where YM(OA, (;3) are the spherical harmonic opera-
tors [50] and Uy (k) is the angular-momentum dependent
potential, which can be derived from the molecule-bath
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Here, the summation over {p;} covers all unordered per-
mutations of all unordered pairs of the 2n time or angular
variables appearing at order n.

Equation (5) has two crucial properties. First, since
retarded propagators are used, it is completely equiv-
alent to a time-ordered expression. Second, this equa-
tion factorises when expressed in the angular momen-
tum basis, due to the ‘spherical convolution’ theorem
[52]. Therefore each term in the expansion (5) can be
represented by a diagram resulting in a diagrammatic
expansion similar — at first glance — to that for the po-
laron [53]. As opposed to the polaron problem, however,
each line carries an angular momentum, (j, m), rather
than a linear momentum, k, and each vertex has to en-
force conservation of angular momentum [51]. A few

potential energy surface. The A summation of Eq. (1)
is truncated at some cutoff, ny. Typically, only a few
A-channels are sufficient to describe the behavior of a
rotating molecule in a many-body environment [45].

Feynman rules for the angulon. To solve the angulon
quantum impurity problem, we introduce the retarded
propagator for a free rotor, describing imaginary-time evo-
lution between the initial and final angular configurations,
Qi = {Gi,gbi} and Qf = {ef,d)f} [51]
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where ;¢ is the angle between ; and Q¢, E; = Bj(j+1)
is the free rotor energy, ©(7) is Heaviside’s step function,
and P; are the Legendre polynomials. In a similar way,
we introduce the retarded phonon propagator [51]:
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Let us consider the imaginary-time evolution of the im-

purity-+bath system from the initial state, \Qi)imp ®10) 08>

to the final state, [€2f); - ®[0)y,,s, where |0), . represents

the boson vacuum. For this purpose, we introduce the

imaginary-time Green function, G(£2;,Qy;7), which can
be expressed through an infinite series expansion [51]:
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lowest-order diagrams from the expansion are shown
in Fig. 1(a). The resulting diagrammatic rules as-
sociate to each rotor line the factor (—1)"Gy (1) =
(=1)™exp(—Bj(j + 1)7) and to each phonon line the fac-
tor (=1)*Dy(1) = (—=1)* X", |Ur(k)|? exp(—T wy). Each

vertex, in turn, corresponds to
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where we introduced the Wigner 3j-symbol [50] and im-

plied summation over all angular momenta and their
z-projections associated with every rotor and phonon line,



except for those corresponding to the initial and final
free propagators. The 4+ (—) sign before p indicates that
the phonon line leaves (enters) the vertex (note that the
orientation of each line is completely arbitrary as long as
one line enters and leaves exactly one vertex). In what
follows, Latin letters will be used for free propagators’
quantum numbers, (j;, m;), whereas Greek letters will de-
note the phonon propagators’ quantum numbers, (A;, ¢t;).
We stress that the rules described above can be viewed as
the rules of the graphical theory of angular momentum
[50, 54-59] dressed by a novel, many-body contribution
due to the phonon bath.

Diagrammatic Monte Carlo procedure. Each diagram
in the expansion of Eq. (4) is composed of N free prop-
agators and M phonon arcs, with N = 2M + 1, see
Fig. 1(a). Each diagram depends on a set of quan-
tum numbers and time variables, which can be repre-
sented as vectors: L = {15 3 INs ALy ooy AN Ty M =
{my,...,mn,p1,.., ips}, and T = {r, ..., 78 }.

The angulon Green function of Eq. (4) can be expanded
in spherical harmonics [51, 52], which allows us to write it
as a sum over all possible diagrams at any order, as well
as all the quantum numbers circulating on the internal
lines:
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(we omitted the m index due to rotational invari-
ance [52]) where £ is diagram topology at order n, and
De, (T, L, M,7) is the weight of a diagram with topology
&, internal times T internal quantum numbers L M
and total length 7. This sum can be evaluated using
DiagMC by designing a stochastic process sampling the
whole space of diagrams [22-24].

Diagram updates. We start by defining the ‘Change’
update [22-24, 60] which simply modifies the length of the
last free propagator in a diagram. The updated diagram
length follows the distribution:

(Bj — p)e” B
]_ — e_(Ej_:U')Tmax ’

Pcllangc(T) = (8)
where j is the angular momentum of the last propagator,
and Tyax is the diagram length. The update has the
acceptance ratio of unity, as the analogous update for the
Frohlich polaron [23].

The ‘Add’ update adds a new phonon arc to a diagram.
We choose the angular momentum A circulating on the
new phonon arc with uniform probability among the nj
allowed values, and the z-axis projection of angular mo-
mentum, g = —A\... A, with uniform probability among
the 2)\ + 1 values. Then, a free propagator is chosen
randomly among n,, free propagators. Let us label its
initial (final) time as 71 (72), with the initial time for the
new phonon arc, Tgary, being chosen uniformly between
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Figure 1. (a) A few first terms in the diagrammatic expansion
of the angulon Green function, G;(7). On each line, the (jm)
quantum numbers indicate the transferred angular momen-
tum. (b) The diagram on the left can be generated using the
‘Change’, ‘Add’ and ‘Remove’ updates, whereas that on the
right is generated using the ‘Shuffle’ update (there, angular
momentum is not locally conserved within each phonon arc,
ie. (Aj)start # (Aj)end). The azimuthal quantum numbers
m, p are not shown.

71 and 7. The final time iS Tepnd = Tstart + AT, where AT
is chosen according to a distribution with a normalized
probability density,

W(AT) Z |Ux (k)| exp(—AT wy,) (9)

k

Let us consider a diagram such as the ones shown in
Fig. 1(a), and define Aj; as the angular momentum differ-
ence between the i-th and the (i 4+ 1)-th free propagators,
as shown in Fig. 1(b). Then for a newly-created ver-
tex at Tstart (Tend) the corresponding difference is Ajgtart
(Ajend)- It is straightforward to verify that the vertex
rule of Eq. (6) generally allows for more than one cou-
pling of the free propagators under the new arc. More
precisely, if we fix all the phonon angular momenta and
the angular momenta for propagators not enclosed by the
new arc, Ajstart and Ajeng can take any values in the
range of — A, = A+ 2,..., A — 2, A, and similar conditions
hold for the Aj’s in between. We choose Ajstart With
uniform probability between the (A + 1) possible values
(Aj’s of all enclosed vertices are kept unchanged), and set
Ajend = —AJstart to enforce global angular momentum
conservation (which also implies —m+m’+u = 0 at every
vertex). The resulting probability for adding a specific
phonon line is then:

11 1 1 1
_Tstart| )\+ 1

Padd = W(AT) (10)
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The symmetric ‘Remove’ update simply selects a phonon
line among npy possible candidates and removes it, there-
fore, the associated probability is

1
Prcmove = (11)
Tph



The acceptance ratios for the ‘Add’ and ‘Remove’ updates
are straightforwardly derived from P.qq and Premove and
the diagram weights [23].

Crucially, unlike in the case of the Frohlich polaron,
the three updates described above do not span the entire
configuration space: the ‘Add’ and ‘Remove’ updates
generate only a subset of all the diagrams where for each
phonon arc Ajeng = —Ajstart. However, there can be
diagrams for which this condition is not satisfied. That is,
while angular momentum conservation holds globally (i.e.
the first and last impurity propagators of a diagram always
carry the same angular momentum), a single phonon arc
may have Ajstart Z —QJjend, i-6. it may subtract from
the impurity a different number of quanta of angular
momentum than it gives back. In every physical diagram,
this local violation of angular momentum conservation,
as shown in Fig. 1(b), must be counterbalanced by an
opposite local violation in one or several other phonon
arcs, such that ). Aj; = 0 holds for the whole diagram.

It can be shown [52] that if we divide a diagram in 1-
particle-irreducible subdiagrams, within each subdiagram
one must have ). Aj; = 0 (diagrams not respecting this
constraint have zero weight). Then, in order to visit every
diagram, we need to introduce another, ‘Shuffle’ update,
which selects one random 1-particle-irreducible subdia-
gram and changes the Aj configuration within that cluster
to another allowed one. A suitable practical approach
consists in choosing a random Aj value for each vertex in
the subdiagram, and starting over if the constraint above
is not met (typically, only a few iterations are required).
The probability of selecting another configuration is an
involved combinatorial problem on its own, however, since
the update is clearly balanced with itself, one never needs
to calculate the probability Pshume, and the acceptance
ratio will be simply given by the ratio of diagram weights.

Finally, we note that the balance requirement for the
‘Add’/‘Remove’ updates requires that the latter will re-
move only phonon lines for which Ajena = —Ajstart-
Therefore, np, in Eq. (11) should be interpreted as the
number of available phonons.

Negative weights. Within the diagrammatic rules intro-
duced above, some of the diagrams can have a negative
weight. This problem can be solved by sampling with
respect to the absolute value of the diagram weight [61],
i.e. for a generic quantity A,

(A) = (AsgnDe)ip| (12)
(sgn.De) |
We note, however, that this is not the sign problem arising
due to the fermionic anti-commutation relations — here
negative sign of some diagrams arises as the result of
angular momentum coupling via 3j-symbols. Indeed, we
verified that the expectation value of the sign never falls
below 0.6 over the wide range of couplings we consider,
implying that no nearly complete cancellation happens
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Figure 2. The ground-state energy of the angulon Hamiltonian
obtained using DiagMC (green circles) as a function of the
dimensionless bath density, n, in comparison with the weak-
coupling theory of Ref. [49] (blue) and the strong-coupling
theory of Ref. [48] (red). Upper inset: energy for the j =0,1,2
states obtained using DiagMC, in comparison with the strong-
coupling theory. Lower inset: quasiparticle weight for the
7 = 0 state, as compared with the weak- and strong-coupling
theories.

and that the error of sampled quantities does not increase
exponentially.

Numerical results. In order to demonstrate the scope
of the approach, we applied it to the ground- and excited-
state energies of the angulon Hamiltonian, and compared
the outcome of DiagMC with the weak- [49] and strong-
coupling [48] theories. Let us take the bath dispersion
relation of the Bogoliubov form, wy = +/€ex(ex + 2gubn),
with gp, = 4map,/m, the boson-boson scattering length
apb, = 3.3(mB)™7?, and ¢ = k?/2m. Following
Refs. [48, 49] we define the angular-momentum dependent
potential as Uy(k) = wuy 73?5%) [ drr? fx(r)jx(kr),
with n the density of the bosonic bath, and j) the
spherical Bessel function. We use Gaussian form fac-
tors, fi(r) = (2m)~ "2 exp[—r?/(2r})] with interaction
strength, ug = 3.33u; = 3008, and range, 1o = r; =
1.5(mB)~"/2, implying a A-cutoff ny =1 in Eq. (1).

The Green function in imaginary time can be accessed
through a DiagMC sampling of Eq. (7), using the updates
we introduced. The quasiparticle weight Z; and the energy
of each state IJ; are obtained by fitting the long imaginary-
time tail with G;(7) = Z; exp(—E; 7), where Ej is the
energy of the state with angular momentum j and Z; is
its quasiparticle weight. In Fig. 2 we present the results
of DiagMC for the energies of the ground state and of
a few excited angulon states, as well as for the ground-
state quasiparticle weight, showing that they are in good
agreement with the analytic expressions in the limits of
weak [49] and strong [48] coupling. In the intermediate-



coupling regime, which has not been characterized before,
the ground-state energy interpolates smoothly between
the weak and strong-coupling limits. We note that while
higher excited states cannot be accessed in this parameter
regime due to the stability condition of the perturbative
expansion, E; < mingwy, [24], they can be studied by
means of an analytic continuation of the imaginary-time
results [24, 62-65].

In summary, we have introduced a numerically exact
approach to quantum many-body systems involving cou-
pled angular momenta. Based on the second quantization
formalism, the present treatment is considerably less ex-
pensive compared to most atomistic approaches, and is
free from systematic errors due to finite-size effects or time
discretization. An essential new feature of our approach,
as compared to DiagMC treatments of the Frohlich po-
laron [23, 24], is the presence of a new ‘Shuffle’ update
which is necessary to explore the intricate diagram space
of a rotating impurity.

While the study of real-time dynamics of the angulon
Hamiltonian is a formidable task beyond the scope of this
work, our approach lays the foundations for developing a
real-time perturbation theory along the Keldysh contour
[66], which would enable studying, e.g., the dynamics of
molecules in quantum solvents [46] if used in conjunction
with recent techniques devised to treat the dynamical
sign problem [67]. Furthermore, a quantum impurity
solver is a key ingredient of dynamical mean-field the-
ory used to reveal the properties of strongly-correlated
condensed-matter systems [68]. The technique described
here can potentially be implemented as a building block of
such numerical techniques with applications to collective
molecular processes.

Finally, it is important to emphasize that we used the
angulon Hamiltonian merely as a prototypical example
of a many-body system with angular momentum degrees
of freedom. The DiagMC technique is quite general and
can be straightforwardly extended to describe more com-
plicated molecular geometries [47], to interactions terms
different from the linear coupling of Eq. (1), or to trans-
lationally moving orbital impurities.
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lai Prokof’ev, and Boris Svistunov at various stages of this
work. This work was supported by the Austrian Science
Fund (FWF), project Nr. P29902-N27.
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