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In their Comment, Caprini, Marconi, Puglisi, and
Vulpiani criticize our formula for entropy production for
active Ornstein-Uhlenbeck processes (AOUP) [1]. In this
Reply we justify our formula and point out some short-
comings of their proposal.

In our Letter [1] we introduced auxiliary momentum
variables to map the original overdamped AOUP to an
underdamped Langevin system. This was also done in
Refs. [2–4]. Caprini and colleagues state that AOUP
can be analyzed without introducing these auxiliary vari-
ables. They employ a path-integral description of the
colored noise in AOUP and then derive an expression for
entropy production that agrees with Refs. [2, 3] except for
a boundary term. While we have no concerns about their
path-integral treatment, we disagree with their definition
of entropy production, Σ [Γ] = log (P [Γ]/P [Γr]), in the
current context. This definition leads to the unphysical
result of zero entropy production rate in situations where
a positive rate is warranted, as previously noted [1, 2].
Our work does not suffer from this deficiency [1]. While
the above formula is valid for overdamped systems with
Gaussian white noise, its usage for AOUP requires an
explicit justification that has not been provided in the
Comment. Contrary to this arbitrary assumption, our
definition of entropy production (Eq. (8) in [1]) is based
on a microscopic derivation of the associated Langevin
equation and its time reversal (see Appendix III in [1]).
This allowed us to derive consistent formulations of both
the first and second laws of thermodynamics.

To elaborate, the above definition of entropy pro-
duction can be justified within the stochastic energetic
framework [5] in only two situations: (1) overdamped
Langevin systems in contact with an equilibrium reser-
voir [6] and (2) underdamped Langevin systems in con-
tact with an equilibrium reservoir provided there is no
momentum-dependent force on the system other than
damping. AOUP does not satisfy these criteria because
its bath is out of equilibrium. Following Ref. [2], we
therefore introduced auxiliary momentum variables to
map AOUP to an underdamped Langevin system that
can be interpreted as being in contact with an equilibrium
reservoir. In the mapped system, there is a momentum-
dependent force in addition to the damping force. As
has been shown over the years [7–9], fluctuation relations
for entropy production in this situation involve a new
process that arises from the reversal of this additional

momentum-dependent force. We have followed this es-
tablished procedure in our work.

One issue raised in the Comment misrepresented the
nature of the auxiliary variables {pi} we introduced after
Eq. (3b) in Ref. [1]. To quote our paper (with empha-
sis added) [1]: “the overdamped AOUP can be mapped

exactly to an underdamped Langevin process where the
new, effective medium (reservoir) is in equilibrium.” This
auxiliary momentum is not equivalent to the momentum
of the original system.

The authors assert that our detailed fluctuation rela-
tion [Eq. (12), Ref. [1]] cannot be experimentally veri-
fied because it requires measuring P r(Σr), which involves
“the probability of entropy production according to a dif-
ferent dynamics, Eq. (7), which is not known to repre-
sent any realizable system.” The authors do not provide
any specific reason for why they think the reverse pro-
cess [Eq. (7), Ref. [1]] is not physically realizable. In
any case, we believe that it is uncontroversial that one
should correctly solve the relevant equations for a given
theory and then test it with the relevant experiments,
even if those measurements are more technically chal-
lenging than those needed to test a competing theory —
the difficulty of the experiment does not dictate which
theory is correct.

Finally, Caprini and colleagues state that the AOUP
model itself is imperfect in that it neglects the thermal
bath altogether, and is only a coarse-grained description
of the process of interest. Of course, one must typi-
cally choose a reduced model in order to study a complex
physical system. Despite being a coarse-grained model,
AOUP does not satisfy the fluctuation-dissipation rela-
tion and thus must possess a positive entropy produc-
tion rate in its stationary state. This is guaranteed in
our work but not in the works suggested in the Com-
ment [2, 3]. Caprini and colleagues also raise the con-
cern that, according to our approach, the average heat
exchange and entropy production are zero if the exter-
nal potential is removed (Φ = 0), even if the bath is
out of equilibrium (τ 6= 0). This they interpret to be a
shortcoming of our identification of−p/(µm)+

√

2/(µβ)η
with a thermal bath. In fact, if the potential is removed,
AOUP is mathematically equivalent to an equilibrium
underdamped process, which should indeed have zero av-
erage heat exchange and entropy production.
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