Landau-level-mixing induced crystallization in the fractional quantum Hall regime
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The interplay between strongly correlated liquid and crystal phases for two-dimensional electrons exposed to a high transverse magnetic field is of fundamental interest. Through the non-perturbative fixed phase diffusion Monte Carlo method, we determine the phase diagram of the Wigner crystal in the $\nu - \kappa$ plane, where $\nu$ is the filling factor and $\kappa$ is the strength of Landau level mixing. The phase boundary is seen to exhibit a striking $\nu$ dependence, with the states away from the magic filling factors $\nu = n/(2m+1)$ being much more susceptible to crystallization due to Landau level mixing than those at $\nu = n/(2m+1)$. Our results explain the qualitative difference between the experimental behaviors observed in n-doped and p-doped GaAs quantum wells, and, in particular, the existence of an insulating state for $\nu < 1/3$ and also for $1/3 < \nu < 2/5$ in low density p-doped systems. We predict that in the vicinity of $\nu = 1/5$ and $\nu = 2/9$, increasing LL mixing causes a transition not into an ordinary electron Wigner crystal but rather into a strongly correlated crystal of composite fermions carrying two vortices.

PACS numbers: 73.43.-f, 71.10.Pm

The search for two-dimensional Wigner crystal[1] in high magnetic fields has led to profound discoveries. The original idea[2] was to induce a crystal state of electrons in two dimensions by effectively quenching their kinetic energy with the application of a strong transverse magnetic field, which drives them into the lowest Landau level (LL). While searching for the Wigner crystal, Tsui, Stormer and Gossard discovered[3] the $\nu = 1/3$ Laughlin liquid[4]. As we now know, over a range of filling factors the crystal phase is superseded by the formation of a topological quantum liquid of composite fermions[5–8], manifesting through fractional quantum Hall (FQH) effect at $\nu = n/(2n\pm1)$ and $\nu = n/(4n\pm1)$ and Fermi seas at $\nu = 1/2$ and $\nu = 1/4$. Theory suggested that the crystal should occur at sufficiently low filling factors[9, 10], and extensive experimental work has been performed toward determining the phase boundary between the crystal and the liquid[11–24]. For n-doped GaAs samples, in the limit of zero temperature, an insulating phase is seen for $\nu < 1/5$, and also for a narrow range of fillings between 1/5 and 2/9. These features have persisted as the sample quality has significantly improved, indicating that the insulator is a pinned crystal rather than an Anderson-type single particle localized state. Direct evidence for a periodic lattice has been seen through commensurability oscillations [25]. These observations are largely understood. Interestingly, theory suggests that at low $\nu$ nature exploits both the composite fermion (CF) and the crystalline correlations to form a CF crystal[26–29] (see Ref. [28] for a quantitative comparison with the Coulomb ground state) rather than an electron crystal[9, 10, 30]. There is growing experimental support for the CF nature of the crystal[31–33].

A striking puzzle has however persisted since the early 1990s, namely a qualitative difference between the n-doped and p-doped GaAs systems[34–36]. In low-density p-doped GaAs systems, while the FQH states at 1/3 and 2/5 are robust, an insulating phase is observed for filling factors below 1/3, and even between 1/3 and 2/5. In contrast, there is no sign of crystal in this range of $\nu$ in the n-doped samples with the same or even smaller densities. Several early authors[37–40] attributed this difference to the stronger LL mixing in p-doped GaAs quantum wells due to the larger effective mass of holes, and showed that LL mixing generally favors the crystal phase by studying the competition between the Laughlin liquid and the crystal state at fractions $\nu = 1/3, 1/5$ and 1/7 through variational[37–39], diffusion[40], and path integral Monte Carlo[41]. More recent experiments in ZnO quantum wells[42], where LL mixing is comparable to that in p-doped GaAs systems, also show insulating phases intermingled with the $\nu = n/(2n+1)$ FQH liquids.

We investigate in this article the competition between liquid and crystal states treating LL mixing non-perturbatively using the fixed phase diffusion Monte Carlo (DMC) method of Ortiz, Ceperley and Martin (OCM) [40]. Two important aspects of our work are: a) we address the issue as a function of continuous filling $\nu$, which is necessary for understanding the observed re-entrant phase transitions; and b) we use accurate crystal and liquid wave functions as the guiding trial wave functions. The FQH state at $\nu = \nu^*/(2\nu^* + 1)$ maps into a state of $^2$CFs at filling $\nu^*$, which is in general not an integer. (The symbol $^2$CF refers to composite fermion carrying two quantized vortices.) We assume a model[29] in which the $^2$CFs in the partially filled $^1$A level (i.e. Landau-like level of composite fermions) form a crystal. Although this state has a crystalline order, we refer to it as FQH liquid in the following, because the pinning of this crystal by disorder results in a quantized Hall resistance. (Such a crystal residing on top of a FQH state is called a type-II CF crystal, by analogy to the type-II superconductor which exhibits zero resistance when the Abrikosov flux lattice is pinned.) The insulating state is modeled as a pinned “type-I” crystal of electrons or composite fermions in which all particles form a crystal.
Extremely accurate lowest LL (LLL) wave functions are available for these states, which we use to fix the phase of the wave function in the DMC method; this is important because the accuracy of the results depends sensitively on the choice of the phase. (We note that while we use the terminology “electron crystal” or “electron liquid,” our results below apply to both electron and hole systems.) Following the usual convention, we quantify the strength of LL mixing through the parameter \( \kappa \equiv (e^2/\epsilon l)/(\hbar eB/m_0c) \), which is the ratio of the Coulomb energy to the cyclotron energy. (Here, \( l = \sqrt{\hbar \epsilon l / eB} \) is the magnetic length, \( m_0 \) is the band mass, and \( \kappa \) is related to the standard parameter \( r_s \) as \( \kappa = \sqrt{\nu / 2} r_s \).) Our principal result is the phase diagrams shown in Fig. 1. The most striking feature they reveal is the strong \( \nu \) dependence of the phase boundary separating the FQH and the electron crystal phases. For example, the FQH effect at \( \nu = 1/3 \) and \( 2/5 \) survives up to the largest value of \( \kappa \) (\( \kappa = 18 \)) we have considered, but the electron crystal appears already at \( \kappa \gtrsim 7 \) for certain \( \nu \) in between \( 1/3 \) and \( 2/5 \), and at even lower values of \( \kappa \) for \( \nu < 1/3 \). Another notable feature is that in the vicinity of \( \nu = 1/5 \) and \( 2/9 \), LL mixing induces a transition into the strongly correlated \( ^2 \)CF crystal rather than an electron crystal. (If we only considered the electron crystal, no transition into the crystal state would occur at \( \nu = 1/5 \) and \( \nu = 2/9 \) for up to \( \kappa = 18 \).) In what follows, we give details of calculations leading to these phase diagrams, and discuss their connection to experiments.

**Fixed phase DMC:** The goal is to find the minimum energy \( \langle \Psi(\mathcal{R}) | H | \Psi(\mathcal{R}) \rangle \) by varying over the entire Hilbert space of states, where \( H \) is the Hamiltonian for interacting two-dimensional electrons in a magnetic field and \( \mathcal{R} \) represents the particle coordinates \( \{ r_j \} \). Because this is not feasible for fermions, we employ an approximate strategy called the fixed phase DMC[40] wherein we search for the ground state in a restricted subspace. (The fixed phase DMC is closely related to the fixed node DMC,[44]) Following OCM, we substitute \( \Psi(\mathcal{R}) = \Phi(\mathcal{R})e^{i\phi(\mathcal{R})} \) where \( \Phi(\mathcal{R}) = |\Psi(\mathcal{R})| \) is real and non-negative. The above energy is then given by \( \langle \Phi(\mathcal{R}) | H_R | \Phi(\mathcal{R}) \rangle \) with

\[
H_R = \sum_{j=1}^{N} \left[ p_j^2 + \frac{\hbar^2}{2m} \nabla_j \phi(\mathcal{R}) + (e/c)A(r_j) \right]^2 / 2m + V_{\text{Coulomb}}(\mathcal{R}).
\]

Now, keeping the phase \( \phi(\mathcal{R}) \) fixed and varying \( \Phi(\mathcal{R}) \) gives us the lowest energy within the subspace of wave functions defined by the phase sector \( \varphi(\mathcal{R}) \). This minimization is most conveniently accomplished by the DMC method[45, 46]. In this approach, one views the imaginary time Schrödinger equation, 

\[
-\frac{\hbar^2}{2m} \nabla^2 \Psi(\mathcal{R}, t) + \epsilon_{\mathcal{R}}(\mathcal{R}) \Psi(\mathcal{R}, t) = \frac{\hbar^2}{2m} \nabla \phi(\mathcal{R}, t) \cdot \nabla \Phi(\mathcal{R}, t),
\]

as a diffusion equation, where \( \Phi(\mathcal{R}, t) \) is interpreted as the probability distribution of the diffusing “walkers” and \( E_T \) is an energy offset. Evolving this equation in imaginary time projects out the lowest energy state, which is the ground state provided that the initial trial wave function has a non-zero overlap with the ground state. DMC is a method for implementing this scheme through importance sampling, where “walkers” in the \( 2N \) dimensional configuration space propagate (die) in regions of low (high) potential energy according to certain standard rules, and converge into the probability distribution of the ground state in the limit \( t \to \infty \). The fixed phase DMC produces the lowest energy in the chosen phase sector, and hence a variational upper bound for the exact ground state energy.

We perform our calculations in the spherical geometry[47] in which electrons are confined on the surface of a sphere, with a flux \( 2Q \phi_0 \) passing radially through it, where \( 2Q \) is an integer and \( \phi_0 = \hbar c/e \) is the flux quantum. We use \( l \) as the unit of length and \( v = c/\sqrt{\epsilon} \) as the unit of energy. The particle position is identified through the “spinor” coordinates \( u = \cos(\theta/2)e^{i\phi/2} \) and \( v = \sin(\theta/2)e^{-i\phi/2} \). Melik-Alaverdian, Bonesteel and Ortiz[48] have formulated the fixed phase DMC in the spherical geometry through a stereographic projection, and we will follow their method.

**Trial wave functions:** The accuracy of the energies obtained from fixed phase DMC is critically dependent on the choice of the phase \( \varphi(\mathcal{R}) \). Güçlü and Umrigar[49] found in studies of certain small systems that the phase of

![Fig. 1](image1.png) FIG. 1. Left panel shows the phase diagram of the electron crystal and the FQH liquid in a filling factor range including \( \nu = 1/3 \) and \( 2/5 \) as a function of the LL mixing parameter \( \kappa \). While the 1/3 and 2/5 FQH states are very robust to LL mixing, for intermediate fillings the crystal appears for \( \kappa \gtrsim 7 \). The right panel displays the theoretical phase diagram of the \( ^2 \)CF crystal and FQH liquid in a range including \( \nu = 1/5 \) and \( 2/9 \). The electron crystal is not stabilized in this filling factor region because it has substantially higher energy than the \( ^2 \)CF crystal[43]. The uncertainty in the location of the phase boundaries is \( \Delta \nu \lesssim 0.001 \) within our model defined in the text.

![Fig. 2](image2.png) FIG. 2. Density profiles of various crystals for \( N = 96 \) particles at several fillings. Left shows a type-I electron crystal for \( \nu = 0.394 (2Q = 240) \), and the middle shows a type-II \( ^2 \)CF crystal for the same parameters, and right panel shows a type-II \( ^2 \)CF crystal for \( \nu = 0.351 (2Q = 270) \). The density is given in units of the average density. All results are for \( \kappa = 0 \).
the wave function is not significantly altered by LL mixing. Following their lead, we shall use the accurate LLL wave functions as the trial wave functions to fix the phase \( \varphi(R) \) in our calculations. In cases where we have been able to compare (e.g. the 2CF crystal vs. the Hartree-Fock crystal in the vicinity of \( \nu = 1/5 \); the CF Fermi sea vs. the Pfaffian wave function at \( \nu = 1/2 \); the LLL projected vs. the unprojected FQH wave functions) we have found that fixing the phase with the more accurate LLL wave function produces lower energy for up to the largest values of \( \kappa \) we considered. Nonetheless, our results are subject to our assumption regarding the phase, the validity of which can ultimately be justified only by a detailed comparison of our results with experiments. We note that this method of phase fixing has yielded a decent quantitative account of spin phase transitions[50, 51].

In the spherical geometry, a localized wave packet centered at \((U, V)\) is given by \((U^* u + V^* v)^2Q\) where \((u, v)\) are particle coordinates. (This is the delta function projected in the LLL.) The wave function for the type-I electron crystal [30] is given by \(\det(U^*_i u_i + V^*_i v_i)^{2Q}\), and for the type-I 2pCF crystal by:

\[
\Psi_{2Q}^{\text{CF}} = \prod_{j<k} (u_j v_k - v_j u_k)^{2p} \det(U^*_i u_i + V^*_i v_i)^{2Q} \tag{1}
\]

where \(2Q^* = 2Q - 2p(N - 1)\) and \((U_i, V_i)\) are the spherical coordinates for the crystal lattice sites. Because it is not possible to fit a hexagonal lattice perfectly on the surface of a sphere, we choose our crystal sites that minimize the Coulomb energy of point charges on a sphere. This is the famous Thomson problem[52], and the positions have been evaluated numerically and available in the literature[53–55]. As expected, the Thomson lattice has a triangular structure locally but contains some defects. We consider the thermodynamic limit to eliminate the contribution from defects. We also note that only those values of \(2p\) are allowed that produce a positive value for \(2Q^*\). In particular, for \(\nu \geq 1/3\), we only have the \(2p = 0\) electron crystal available (at 1/3, the 2CF crystal wave function in Eq. 1 becomes identical to the Laughlin liquid wave function) and for \(\nu < 1/3\) we can form crystals also with \(2p = 2\).

For the FQH state of electrons at flux \(2Q\) we construct \(\Psi_{2Q} = \mathcal{P}_{\text{LLL}} \Psi_{2Q^*} \prod_{j<k} (u_j v_k - v_j u_k)^{2p}\), where \(\Psi_{2Q^*}\) is the wave function of electrons at effective flux \(2Q^* = 2Q - 2p(N - 1)\) and \(\mathcal{P}_{\text{LLL}}\) is the LLL projection operator, which will be evaluated using standard methods[56, 57]. When \(2Q^*\) corresponds to an integer filling \(\nu^* = n\), we obtain wave function for electrons at \(\nu = n/(2pn + 1)\). When \(\nu^* > 1\), we will assume that the composite fermions in the topmost partially filled level form a Thomson crystal, and for \(\nu^* < 1\), we will assume a crystal of CF holes in the lowest \(\Delta\) level. This assumption is expected to be accurate when the density of CF particles or holes is small, and a good first approximation in the entire \(\nu\) range we have considered. The density profiles for certain type-I and type-II crystals on the surface of a sphere are shown in Fig. 2.

**Results:** In the spherical geometry the relation between \(\nu, N\) and \(2Q\) has the form \(2Q = \nu^{-1} N - S_\nu\), where \(S_\nu\) is called the “shift.” We define the filling factor as \(\nu = N/2(Q + \nu^* + 1)\) which gives the correct shifts [5] of \(S_\nu = 2p + 1\) and \(S_\nu = 2p + 2\) at \(\nu = 1/(2p + 1)\) and \(\nu = 2/(4p + 1)\) and is sufficient for our considerations. All energies quoted below are energies per particle, and are corrected for the fact that the density in the spherical geometry has an \(N\) dependent deviation from the thermodynamic density; this corresponds to multiplication by \(\sqrt{2Q/\lambda}\). We find that the density correction makes the energies \(N\) independent to a large extent.

It is crucial to obtain the thermodynamic value for the ground state energy of the electron or the 2pCF crystal. This is complicated by the fact that the fixed phase DMC energy for \(N \lesssim 35\), the only systems accessible to our fixed phase DMC calculation, shows substantial finite size fluctuations due to the inevitable presence of defects, thereby precluding a reliable extrapolation to the thermodynamic limit. (See the Supplemental Materials[43] for details.) Fortunately, we find[43] that the energy difference \(\Delta E_\kappa(N) = E_\kappa(N) - E_\kappa(N=0)\) is very well behaved and nearly constant as a function of \(N\), leading to an accurate thermodynamic value \(\Delta E_\kappa(\nu)\) using systems with up to \(N \lesssim 35\). Furthermore, it is possible to obtain the thermodynamic limits of \(E_\kappa(\nu)\) very precisely for \(\kappa = 0\), because here we only need to perform variational

---

**FIG. 3.** Energies of the FQH state (blue line) and the crystal (red dashed line) as a function of the filling factor in the vicinity of \(\nu = 1/3\) (left columns) and \(\nu = 1/5\) (right columns). The quoted energies are measured relative to \(E_{\text{Wigner}} = -0.782133\nu^{1/2} + 0.2823\nu^{3/2} + 0.18\nu^{5/2} - 1.41\nu e^{-2.07/\nu}\), which is the energy of a Wigner crystal in the Hartree-Fock approximation[9].
Monte Carlo and can access much larger $N$. The quantity $E_\kappa(\nu) = E_{\kappa=0}(\nu) + \Delta E_\kappa(\nu)$ thus produces an accurate value for the CF crystal energy for non-zero $\kappa$. We use the same method to obtain the energy of the FQH liquid phase.

Fig. 3 shows the energies of the liquid and crystal states for a system with 96 particles, which is large enough that the results reflect the thermodynamic limit. For this purpose, we first obtain the energies of the liquid and crystal states by variational Monte Carlo at $\kappa = 0$, and then add $\Delta E_\kappa(\nu)$ to it to obtain the values shown in the figure. To obtain the energy reduction $\Delta E_\kappa(\nu)$ due to LL mixing, we assume that $\Delta E_\kappa(\nu)$ is a smooth function of $\kappa$ in the narrow filling factor ranges considered and therefore it is sufficient to determine $\Delta E_\kappa(\nu)$ only for $\nu_1 = 1/(2p+1)$ and $\nu_2 = 2/(4p+1)$, and then use $\Delta E_\kappa(\nu) = \frac{\Delta E_\kappa(\nu_2) - \Delta E_\kappa(\nu_1)}{\nu_2 - \nu_1} (\nu - \nu_1) + \Delta E_\kappa(\nu_1)$ at arbitrary $\nu$ in the neighborhood. The phase diagrams in Fig. 1 are obtained from the crossing points, which are determined with an uncertainty of $\Delta \nu \lesssim 0.001$ within our model.

One may ask why the crystal phase is favored by LL mixing. LL mixing allows the electron wave packet at a crystal site to become more localized, which enhances the mixing. LL mixing allows the electron wave packet at a crystal site as a function of $\nu$ for $\nu = 1/3$. In the right panel, the density profiles at a crystal site are shown for $\nu = 1/5$ and $\nu = 1$. These are results for a system of $N = 24$ particles.
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\[ E_\kappa(\nu) = E_{\kappa=0}(\nu) + \Delta E_\kappa(\nu) \]
\[ \Delta E_\kappa(\nu) = \frac{\Delta E_\kappa(\nu_2) - \Delta E_\kappa(\nu_1)}{\nu_2 - \nu_1} (\nu - \nu_1) + \Delta E_\kappa(\nu_1) \]
\[ g(r) = \rho_0^{-2} \frac{\langle \Phi | \hat{\rho} | 0 \rangle \hat{\rho}(r) | \Phi_T \rangle}{\langle \Phi | \Phi_T \rangle}, \text{ where } \Phi_T \text{ is the initial trial state, } \Phi \text{ is the “final” ground state, and } \rho_0 \text{ is the average density.}
\]

Comparison with Experiment: In n-type GaAs quantum wells, with $\epsilon = 12.5$ and $m_b = 0.067m_e$ we have $\kappa \approx 2.6/\sqrt{B[T]} \approx 1.28/\sqrt{\nu} (\rho/10^{11} \text{cm}^{-2})$. For $\nu = 1/3$ ($\nu = 5/1$) we have $\kappa = 0.74$ ($\kappa = 0.57$) for $\rho = 1.0 \times 10^{11}$ cm$^{-2}$ and $\kappa = 2.3$ ($\kappa = 1.8$) for $\rho = 1.0 \times 10^{10}$ cm$^{-2}$. For these values, both the 1/3 and 1/5 states are deep in the FQH regime. The same is true of 2/5 and 2/9. This is consistent with the observation that all best quality n-doped samples show these FQH states. Furthermore, an insulator is seen in between 1/5 and 2/9 as well as below 1/5 in all high quality samples.

For p-doped samples, the larger value of $\kappa$ makes the situation more interesting. The $\kappa$ for holes in GaAs is $\approx 5.6$ times that for electrons for the same $B$ [58]. For $\nu = 1/3$ the p-doped samples have $\kappa \approx 4$ for hole density $\rho = 1.0 \times 10^{11}$ cm$^{-2}$ and $\kappa \approx 13$ for $\rho = 1.0 \times 10^{10}$ cm$^{-2}$. This implies that for low density p-doped samples, an insulating crystal state can occur in between 1/3 and 2/5 and also below $\nu = 1/3$, although the 1/3 and 2/5 state should remain FQH liquids. At $\nu \approx 0.37$ (which lies between 1/3 and 2/5), $\kappa = 7$ corresponds to $\rho \approx 4 \times 10^{10}$ cm$^{-2}$. In Santos et al. [35] a transition is seen at $\rho \approx 7 \times 10^{10}$ cm$^{-2}$. Much lower values of $\kappa$ are required to produce a crystal for $\nu < 1/3$. Theoretical predictions are thus in qualitative and good semi-quantitative agreement with experimental observations. Similar considerations apply to ZnO quantum wells [42] for which $\kappa \approx 6.4$ times larger than that for n-doped GaAs systems [58].

We have carried out similar calculations assuming a quantum well of width $w$ with a transverse wave function $\xi(\eta) = \sqrt{2/w} \sin \pi \eta/w$, where the transverse coordinate $0 < \eta < w$. The effective 2D interaction is then given by $V_{\text{eff}}(r) = \int_0^w d\eta_1 \int_0^w d\eta_2 \frac{\xi(\eta_1) \xi(\eta_2)}{r^2 + (\eta_1 - \eta_2)^2} / \mu$ where $r = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}$. Our calculations predict [43] that the transition into the crystal state is pushed to approximately 20% higher $\kappa$ values for $w = 2l$. For large widths (e.g. $w = 4l$), the wave function develops double hump structure [59], which we have not considered in this work for simplicity.

We have carried out similar calculations assuming a quantum well of width $w$ with a transverse wave function $\xi(\eta) = \sqrt{2/w} \sin \pi \eta/w$, where the transverse coordinate $0 < \eta < w$. The effective 2D interaction is then given by $V_{\text{eff}}(r) = \int_0^w d\eta_1 \int_0^w d\eta_2 \frac{\xi(\eta_1) \xi(\eta_2)}{r^2 + (\eta_1 - \eta_2)^2} / \mu$ where $r = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}$. Our calculations predict [43] that the transition into the crystal state is pushed to approximately 20% higher $\kappa$ values for $w = 2l$. For large widths (e.g. $w = 4l$), the wave function develops double hump structure [59], which we have not considered in this work for simplicity.
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[55] The minimum energy locations can be found at http://thomson.phy.syr.edu/.


