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We present a new measurement of lattice disassembly times in \textit{fs}-laser heated polycrystalline Au nanofoils. The results are compared with molecular dynamics simulations incorporating a highly optimized, embedded-atom-melting interatomic potential. For absorbed energy densities of 0.9-4.3MJ/kg, the agreement between experiment and simulation reveals a single-crystal like behavior of homogeneous melting and corroborates the applicability of the interatomic potential in the non-equilibrium warm dense matter regime. For energy densities below 0.9MJ/kg, the measurement is consistent with nanocrystal behavior where melting is initiated at the grain boundaries.

PACS numbers: 52.50.Jm, 52.27.Gr, 71.15.-m, 72.80.-r

The understanding of the properties of matter depends on an accurate knowledge of its electronic and ionic structures. For the calculation of electronic structure, density functional theory (DFT) is the most widely used method whereas for the ionic structure, molecular dynamics (MD) simulation plays a parallel role. Central to MD simulation are the interatomic forces. While first principles approaches can provide accurate derivation of interatomic forces, they are intractable for large-scale simulations particularly for metals. Such approaches are generally limited to calculations for small systems and short times. The alternative approach is to treat interatomic interactions via an interatomic potential. Different many-body potentials have been proposed. Popular among them is the embedded-atom-method (EAM) potential that is rooted in DFT \cite{1}. Its mathematic simplicity also renders it conducive to large-scale simulations. Traditionally, the potential is parameterized and fitted to a limited number of known physical properties \cite{2,3,4,5}. This may be inadequate for describing states outside the range of the fitting parameters. Alternatively, interatomic potentials have been developed by fitting the potential energy surface (PES) derived from first principles calculations, with or without the use of experimental data \cite{6,7,8,9,10,11,12,13}. However, the single PES used described the ground state only. This excludes electronic effects of excited states such as phonon hardening \cite{14}. A challenging new question is the applicability of such interatomic potentials in the non-equilibrium warm dense matter regime that is characterized by degenerate and excited electrons as well as strongly correlated ions. This issue is particularly timely driven by the proliferation of experimental studies of such states produced by intense, ultrafast lasers \cite{15,16,17,18,19,20,21,22,23}, FEL \cite{24,25,26,27,28,29}, and laser-driven ion sources \cite{30,31,32,33,34,35,36,37,38,39,40,41}, together with the interest to model their behaviors and properties using MD simulations \cite{22,23,36,42}. Here we report on the first assessment of such applicability by comparing MD simulations with the measurement of lattice disassembly times in \textit{fs}-laser heated Au nanofoils at an energy density up to 4.3MJ/kg.

In our experiment, a 400nm, 45fs (FWHM) laser beam is focused to a 99±3µm-diameter (FWHM) Gaussian spot at normal incidence on a freestanding, 30nm-thick, polycrystalline Au foil with a maximum intensity of 1.1×10^15W/cm^2. The absorbed laser energy is determined from simultaneous measurements of the incident, reflected and transmitted pump pulse with 5µm spatial resolution. Laser absorption occurs by skin-depth deposition, dominated by the excitation of 5d electrons to the conduction band. This is followed by ballistic electron transport and reflux inside the foil, producing uniform energy density in \sim 100fs \cite{20}. To determine the disassembly of the heated foil, the motion of the front and rear surfaces of the foil is monitored by Frequency Domain Interferometry (FDI) \cite{16,43}. This diagnostic measures the change in phase shift, ∆φ, of a specular reflected probe laser beam. The value of ∆φ is governed by both the ac conductivity of the foil and the velocity of its free surface when expansion occurs. The S-polarized probe beam is incident onto the foil at 12° with a spot diameter of 500µm (FWHM). The spatial resolution of the diagnostic is 11µm. A vital feature of the current FDI diagnostic is the use of a frequency-chirped 800nm, \sim 15ps (FWHM) probe pulse to allow the measurement of temporal evolution in segments of \sim 15ps each. This improves significantly the fidelity in recording temporal changes in each segment. The same advantage also extends to measurements using multiple segments to probe temporal changes over longer durations. The resolution of the temporal record is \sim 800fs, with sensitivity to surface motion of \sim 1nm. In comparison, earlier study of lattice disassembly \cite{16} was made using an 800nm, 145fs(FWHM) probe laser. The temporal evolution of the phase shift at each absorbed energy density was obtained by scanning
the pump-probe delays at small intervals, using a total of over 100 shots. The precision of the measured disassembly time was severely limited by shot-to-shot variations in the pump laser intensity. Further discussion can be found in the Supplemental Material and references therein [44–49].

![Temporal changes in phase shifts](image)

**FIG. 1.** Temporal changes in phase shifts. Time zero marks the pump laser pulse peak. The data for different temporal segments are displayed with different color traces. The thin traces are results from individual shots and the thick traces are their corresponding values averaged over 10–15 shots. The black dashed line marks the onset of disassembly with the current measurement. To determine the onset of disassembly in Fig. 1, the slowly varying segment of $\Delta \phi$ after the initial jump (response to laser heating) is fitted to a quadratic function while the following rapidly changing segment is fitted to a linear function, as guided by the apparent temporal trends exhibited by the data in the absence of available theoretical predictions. The crossover point is chosen to produce the minimum least square error in the fitting of the two functions. This then marks the onset of disassembly as indicated by the vertical red dash line (Fig. 1). A yellow band is included to show the associated uncertainty.

Samples of the new FDI data are presented in Fig. 1. The initial rise in $\Delta \phi$, varying from 0.06 to 0.2 rad, is caused by laser-induced changes in ac conductivity of the heated foil. The small overshoot results from interference [50] caused by cross phase modulation and spectral broadening [51] due to pump-induced optical Kerr effect [52], as seen in earlier experiments [20, 21]. Fig. 2 shows the dependence of the initial $\Delta \phi$ on absorbed energy density $\Delta \varepsilon$. Also displayed are the corresponding values calculated from the ac conductivity measured at the same laser heating conditions [21]. The good agreement validates the FDI measurement and the absence of significant foil expansion at this early time.

The subsequent evolution of $\Delta \phi$ is a complex interplay of competing processes. Initially, thermal expansion of the lattice can lead to an increase in $\Delta \phi$ due to surface motion and at the same time a reduction of $\Delta \phi$ due to the decrease in electron density. Further discussion can be found in the Supplemental Material and references therein [44, 53–57]. When the lattice expansion waves meet at the center of the foil (4.2ps), a tensile zone appears. The subsequent reflections of these waves at the free surface leads to a succession of compression and tensile waves. The variation of $\Delta \phi$ associated with these waves appears to be small and the effect is visible only at low energy density (Figs. 1a-1d). This process is interrupted when the foil disassembles. The resulting release of the molten state by a rarefaction wave propagating into the foil produces a plasma plume comprising an electron density gradient $\nabla n_e$ and an accompanying ac conductivity gradient $\nabla \sigma$. These gradients are governed respectively by hydrodynamics and the dependence of $\sigma$ on $n_e$. Calculations of electromagnetic wave propagation through the nanofoil show that $\Delta \phi$ increases with time when $\nabla n_e$ tracks $\nabla \sigma$, but decreases when $\nabla \sigma$ become much steeper than $\nabla n_e$. The possibility of such different temporal behaviors in $\Delta \phi$ is consistent with earlier observations [16] and the current measurement. To determine the onset of disassembly in Fig. 1, the slowly varying segment of $\Delta \phi$ after the initial jump (response to laser heating) is fitted to a quadratic function while the following rapidly changing segment is fitted to a linear function, as guided by the apparent temporal trends exhibited by the data in the absence of available theoretical predictions. The crossover point is chosen to produce the minimum least square error in the fitting of the two functions. This then marks the onset of disassembly as indicated by the vertical red dash line (Fig. 1). A yellow band is included to show the associated uncertainty.
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**FIG. 2.** Initial change in phase shift as a function of absorbed energy density.

Fig. 3 shows the dependence of the foil disassembly time on $\Delta \varepsilon$. The data reveals two different regimes of behavior, with the disassembly time showing a different scaling with absorbed energy density above and below 0.9MJ/kg. Also shown are results from [16], which could...
not resolve the transition between these two regimes.

To understand these macroscopic observations, we have performed Two-Temperature Molecular Dynamics (2T-MD) simulations with the STAMP code developed at CEA, for our experimental conditions using a similar approach described by Ivanov and Zhigilei [36, 37] except for two crucial changes. First, the free-electron-gas electron specific heat \( C_e(T) \) is replaced by the one derived from a \( T_e \)-dependent electron density of states obtained from DFT calculations [49]. The validity of this \( C_e(T) \) has been demonstrated in the measurement of ac conductivity of warm dense Au at energy densities up to 4.5 MJ/kg [21]. Second, for interatomic potential we have chosen the highly optimized EAM potential developed recently by Sheng et al. [13]. For each of the fourteen face-centered-cubic elements described, several hundred atomic configurations are used in high-precision \textit{ab initio} calculations to form the PES. The latter is combined with accurate experimental data on elastic constants and phonon frequencies to optimize the potential. Pertinent to our study is the potential for Au that has yielded agreement with experiment over a broader range of physical properties than other potentials [58-60] in equilibrium condition. Specifically, it yields a melting point of 1320K, melting enthalpy of 11.1kJ/mol and a liquid density at 1500K of 17.1g/cm\(^3\), compared with corresponding experimental values of 1337K, 12.8kJ/mol and 17.1g/cm\(^3\). However, the potential has yet to be tested in the warm dense matter regime.

In the MD simulations by Ivanov and Zhigilei [36, 37], the electron-ion coupling factor \( g_{ei} \) is set to a constant value of \( 2.1 \times 10^{16} \) W/m\(^3\)K, taken from the measurement of Au at low energy densities by Hohlfeld et al. [47]. A \( T_e \)-dependent \( g_{ei} \) can also be calculated. A well-known approach is the description of electron-phonon energy exchange for arbitrary electron density of states developed by Allen [61] based on the rate equation for electron-phonon-collisions [49, 62]. In contrary, Dharma-wardana and Perrot [63] have advocated that electron and ion density fluctuations in warm dense matter should be treated as a coupled mode. This leads to significantly weaker electron-ion coupling. A similar finding has also been reported by Vorberger et al. [64]. Furthermore, in a recent study of Au under similar conditions [21] the observed temporal evolution of ac conductivity for energy densities from 0.55-4MJ/kg is found to be consistent with the \( g_{ei} \) obtained by Hohlfeld et al. [47]. Accordingly, we have retained \( g_{ei}=2.1\times10^{16} \) W/m\(^3\)K in our 2T-MD simulations.

The initial geometry of our MD simulation is a parallelepiped with 73×100×100 unit cells (2,920,000 atoms). The boundaries are periodic along the y and z axes, and free along the x-axis that aligns with the thickness of the Au foil.

In the simulation, the lattice structure including the solid-liquid transition is governed by the interatomic potential while the time scale for the change in lattice structure is regulated by \( g_{ei} \). To quantify the change in lattice structure of Au, we have chosen the bond-orientational order parameter \( Q_b \) [65] that exhibits the greatest change with melting, decreasing from 0.56 at ambient conditions to the minimum value of 0.155 when fully molten. The temporal evolution of \( Q_b \) at the free surfaces and foil center is presented in Fig. 4. The rate of disorder is similar at the surface and the center of the foil, with an initial decrease of \( Q_b \) to 0.4 due to lattice vibrations followed by a much more rapid reduction as the lattice melts. Complete melting ensues when \( Q_b \) reaches a minimum value. This occurs almost simultaneously at foil center and the surfaces. The time difference is limited to 2ps even at an energy density of 0.5 MJ/kg, where melting occurs first at the foil center. This behavior is indicative of homogeneous melting under ultrafast heating conditions that is predicted in earlier simulations [36, 37]. Fig. 4 also
shows the correlation of the change in ion temperature with melting.

The times needed to reach complete melting at the foil center and the free surfaces are compared with the measured disassembly time (Fig. 3). For Δε>0.9MJ/kg, the agreement indicates that the fs-laser heated polycrystalline Au nanofoil approaches the behavior of a single crystal with melting occurring in a homogenous process under superheating conditions. Such a behavior at high energy density has been found in MD simulations of nanocrystalline Au foils [42]. Our result thus yields the first corroboration of the applicability of the highly optimized EAM potential of Sheng et al. [13] in the warm dense matter regime. Above 0.9MJ/kg, our two-temperature model shows an ion heating rate exceeding 6.3x10^{13}K/s when T_i reaches the normal melting point of 1337K. Furthermore, the effect of T_i on interatomic potential appears to remain insignificant up to 4.3MJ/kg. This may be the result of competing processes. While the increase in T_e may lead to phonon hardening and rise in the melting temperature under constant density conditions [14], the change in interatomic potential with elevated electron temperature may also cause increase in lattice expansion that leads to phonon softening [22].

For Δε<0.9MJ/kg (Fig. 3), the observed disassembly times of the polycrystalline Au foils become much shorter than the melting time predicted from our MD simulation for single crystal Au foils. This is attributed to the decrease in ion heating rate below 6.3x10^{13}K/s, allowing melting to be initiated at the grain boundaries near the normal melting temperature. The melting process is accelerated by the propagation of the melt front towards the center of the nanocrystal. Such a behavior at low energy density is consistent with MD simulations of nanocrystalline Au foils [42]. The speed of the melt front is kinetically limited to several percent of the sound speed at room temperature.

In addition to the validation of interatomic potential, our simulations also provide further insight into the complex role of compression and tensile waves on melting in fs-laser heated nanofoils. Fig. 5 shows the temporal history of pressure and density at foil center Δε>0.9MJ/kg. Prior to the arrival of the lattice expansion wave at ~4.6ps, pressure increases along an isochore. This is followed by the decrease in pressure and density in a tensile wave. The reflection of the tensile wave from the free surfaces leads to recompression, followed by a second tensile wave where melting is completed. Throughout this process, T_i continues to increase driven by electron-ion coupling (Fig. 4). The evolution of pressure, density and T_i at foil center as it changes from a cold solid with T_i=300K to a completely molten state is displayed in Figs. 6(a) and 6(b). Figs. 6(c) and 6(d) show the loci of the resulting molten states in the phase diagrams for energy densities between 0.9 to 5MJ/kg. This suggests that while the condition for melting is dictated by the interatomic potential, the molten state reached is determined by the propagation of compression and tensile waves in the nanofoil.

FIG. 5. Temporal evolution of pressure and density at foil center. Time zero marks the pump laser pulse peak. The green dashed line is an isochore.

In conclusion, our measured lattice disassembly times in fs-laser heated polycrystalline Au nanofoils with Δε of 0.9-4.3MJ/kg show good agreement with the results of Two-Temperature Molecular Dynamics simulations based on a highly optimized embedded-atom-method interatomic potential [13]. This indicates that the polycrystalline nanofoils approaches the behavior of single-crystal nanofoils with melting occurring in a homogenous process under superheating conditions. Equally importantly, it corroborates the applicability of the embedded-atom-method potential in the non-equilibrium warm dense matter regime. As illustrated in the Two-Temperature Molecular Dynamics simulations, the compression and
tensile waves initiated by lattice expansion play a significant role in the melting of nanofoils. This underscores the need to understand the dynamic changes of warm dense matter states produced in nanofoils for the proper interpretation of experiments. For energy densities below 0.9MJ/kg, our result suggests that melting is initiated at the grain boundaries where the ion heating rate becomes less than $6.3\times10^{13}$K/s when $T_i$ reaches 1337K. Melting becomes dominated by the polycrystalline structure of the nanofoil. Furthermore, the observed single-crystal-like melting behavior at high energy density and the poly-crystal melting behavior at low energy density also corroborate the Molecular Dynamics simulation of nanocrystalline Au nanofoils [42].
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