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Abstract

Electric field-driven motion of biomolecules is a process essential to many analytics methods, in

particular, to nanopore sensing, where a transient reduction of nanopore ionic current indicates

the passage of a biomolecule through the nanopore. But before any molecule can be examined by

a nanopore, the molecule must first enter the nanopore from the solution. Previously, the rate of

capture by a nanopore was found to increase with the strength of the applied electric field. Here,

we theoretically show that, in the case of narrow pores in graphene membranes, increasing the

strength of the electric field can not only decrease the rate of capture but also repel biomolecules

from the nanopore. As the strong electric field polarizes water near and within the nanopore,

the high gradient of the field also produces a strong dielectrophoretic force that compresses the

water. The pressure difference caused by the sharp water density gradient produces a hydrostatic

force that repels DNA or proteins from the nanopore, preventing, in certain conditions, their

capture. We show that such local compression of fluid can regulate the transport of biomolecules

through nanoscale passages in the absence of physical gates and sort proteins according to their

phosphorylated states.
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Measurement of DNA transport through nanopores has emerged as a versatile tool for

probing nanoscale physics [1–3]. In a typical measurement [4], an external electric field is

applied across a thin membrane containing a nanopore to drive a DNA molecule from one

side of the membrane to the other, through the nanopore. A prerequisite step to DNA

translocation is the capture of DNA by the nanopore. The rate of DNA capture has long

been assumed to increase with the strength of the applied electric field [5–9]. As we show

below, the rate of DNA capture can exhibit a considerably more complex behavior in the

case of narrow pores in 2D membranes.

The probability of DNA entering a nanopore is determined, first and foremost, by the

DNA concentration [5, 6] and the nanopore diameter [5, 10]. As nanopore confinement of a

polymer comes with an unfavorable entropic cost [11], the capture rate also depends on the

length of the DNA polymer [7, 12, 13], the thickness of the insulating membrane [14] and

the electrolyte temperature [15, 16]. The capture probability is proportional to how far the

electric field extends away from the nanopore, and hence can be manipulated by adjusting

the electrolyte concentration [7] or electrically gating the membrane [14]. Governed by both

electrostatics and hydrodynamics [8, 9, 17], the capture rate can be increased by a hydrostatic

pressure gradient [18] or enhanced electro-osmotic flow [19]. The capture rate can be further

affected by dielectrophoretic [20, 21], thermophoretic [15, 16] and plasmonic [22] effects.

Here, we describe a surprising effect of the electric field strength on the process of DNA

and protein capture by narrow pores in atomically-thin membranes. First, we considered a

system consisting of a graphene membrane containing a single nanopore [23–25], a fragment

of double stranded DNA (dsDNA) placed in front of the nanopore entrance and an electrolyte

solution, FIG. 1a. Using the molecular dynamics (MD) method, we simulated an all-atom

model of the system under transmembrane biases of different magnitudes [26]. To increase

the probability of DNA capture, the DNA molecule was restrained to remain co-axial with

the nanopore axis while being free to rotate about its axis and move toward or away from

the nanopore, see Supplementary Methods for details, which includes Refs. [27–39].

In a typical simulation at a low (100 mV) transmembrane voltage, the DNA molecule

was observed to diffuse along the nanopore axis, enter the nanopore, move unidirectionally

through the nanopore and, upon exit, diffuse away from the membrane, FIG. 1b and Sup-

plementary Movie 1. Repeating the simulation twenty times at the same transmembrane

bias yielded the average time the DNA molecule took to pass through the nanopore—the
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FIG. 1. MD simulation of DNA capture and translocation through a graphene nanopore. (a)

Simulation setup. A 16 basepair fragment of double stranded DNA (orange and blue) is placed

8 Å away from a 3.5 nm diameter nanopore in a graphene membrane (dark gray) and submerged

in a hexagonal prism volume of 1 M KCl electrolyte (semitransparent surface; ions not shown).

Phosphorous atoms of the DNA fragment are restrained to a 1.88 nm diameter cylinder coaxial

with the nanopore axis; the DNA is free to move along the cylinder and rotate about its axis. An

electric field E is applied normal to the membrane. (b) Z-coordinate of the leading base of the

DNA fragment in twenty independent MD simulations (each shown using unique color) carried out

under a transmembrane bias of 100 mV. The graphene membrane is located at z = 0. Snapshots

illustrate the location of the DNA fragment for the highlighted translocation trace (black). For

the first 1 ns of each simulation, the z coordinates of the DNA’s phosphorous atoms are restrained

to their initial values. (c) The average translocation time versus transmembrane bias, V . Red line

shows a 1/V fit. (d) Average capture rate versus transmembrane bias. The average capture rate

was computed as the mean of inverse capture times. If a DNA molecule was not captured within

20 ns, the capture time was assumed to be 40 ns, contributing uncertainty to the average capture

rate of less than 0.025 ns−1. In panels c and d, the error bars indicate the standard error of mean.

average translocation time, and the average capture rate defined as the average of the inverse

capture time—the time the DNA molecule took to enter the nanopore from the beginning

of each simulation, FIG. 1b.

Repeating the simulations at different transmembrane voltages yielded the dependence

of the average translocation time and the average capture rate on the transmembrane bias;
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Supplementary Figure S1 shows permeation traces at all biases. In agreement with previous

experimental findings [4, 6, 25], the average translocation time decreases as the inverse of

the transmembrane bias, FIG. 1c. The voltage dependence of the capture rate, FIG. 1d, is

much more surprising. Increasing the bias from 100 to 200 mV roughly doubled the number

of capture events, in broad agreement with previous experimental results [5, 7, 13, 20].

Increasing the bias further to 500 mV decreased the DNA capture rate; the capture rate

was close to zero when a 1 V bias was applied. Supplementary Movie 2 illustrates one MD

trajectory at 1 V bias: the DNA molecule appears to be repelled from the nanopore entrance

despite being drawn toward the nanopore when it is farther away from the membrane. A

similar but less pronounced voltage dependence of the capture rate was observed for a shorter

(5 bp) fragment of DNA, Supplementary Figure S2 and and S3.

To determine the physical origin of the non-linear dependence of the capture rate, we

measured the effective force acting on the DNA molecule as a function of the transmembrane

bias, FIG. 2a and Supplementary Movies M3 and M4. As expected, the effective force is zero

when no transmembrane bias is applied regardless of whether the DNA is placed in front

of the nanopore (h > 0) or threaded through the nanopore (h < 0), FIG. 2b. At 200 mV,

the force magnitude monotonically increases as the leading edge of the DNA approaches the

nanopore (0 < h < 16 Å), saturating when DNA becomes threaded half-way through the

nanopore (−20 Å < h < −10 Å); the negative sign of the force indicates a force that pulls

DNA through the nanopore. At 500 and 1000 mV, the force behavior is non-monotonic: the

force rises as DNA approaches the nanopore before falling sharply as the leading edge of the

DNA passes through the plane of the membrane (h = 0). For DNA-membrane distances

between 4 and 12 Å, increasing the transmembrane bias changes the sign of the effective force,

turning electrophoretic pull on DNA toward the nanopore at smaller biases into repulsion

at higher ones. Replotting the effective force as a function of the transmembrane bias for

h = 8 Å, blue circles in FIG. 2c, makes this dependence more apparent. The non-monotonic

dependence of the effective force indicates the presence of a short-range repulsive force near

the nanopore entrance that increases superlinearly with the transmembrane bias.

Repeating the stall force simulations for several nanopore geometries, electrolyte condi-

tions and placements of the DNA molecules with respect to the membrane provided further

validation to our observations. Increasing the thickness of the graphene membrane from one

to five layers reduced the amplitude but did not eliminate the non-monotonic dependence
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FIG. 2. Effective force on DNA. (a) Schematic of MD measurement of the effective force. A DNA

molecule is held distance h from the 3.5 nm diameter nanopore in a graphene membrane using

harmonic restraints. Steady-state displacement of DNA atoms from their initial coordinates along

the nanopore axis reports on the effective force [40]. Each effective force value was determined

by averaging over at least three independent simulations each lasting 20 ns. (b) Effective force on

DNA held coaxially with a nanopore at different heights relative to the graphene membrane as a

function of transmembrane bias; lines are a guide for the eye. Height is defined as the distance

between the center of mass of the closest base to the graphene, and the plane of the graphene.

The top and bottom insets illustrate systems with h = −20 and h = +8 Å, respectively. Vertical

line at h = 8 Å corresponds to data plotted in panel c using blue circles. (c) Effective force versus

transmembrane bias for canonical DNA (circles), neutrally charged DNA (squares), horizontally

oriented DNA (diamonds) and a theoretical model (stars). All DNA constructs are placed the

same distance (h = 8 Å) away from the membrane. (d) Water flux through a 3.5 nm nanopore for

canonical and neutrally charged DNA held 8 Å away from the graphene membrane, coaxial with

the nanopore, as a function of transmembrane bias.
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of the effective force on DNA on bias, Supplementary Figure S4. Increasing the electrolyte

concentration from 1 to 2 M or decreasing the pore diameter from 3.5 to 2.9 nm made

the non-monotonic dependence slightly more pronounced, Supplementary Figures S5 and

S6. Conversely, reducing the ion concentration from 1 M to 200 mM or increasing the

pore diameter from 3.5 to 4.9 nm reduced the amplitude of the non-monotonic dependence,

Supplementary Figures S5 and S6. Repeating the effective force simulations using weaker re-

straints, Supplementary Figure S7, or a larger simulation system, Supplementary Figure S8,

did not change the effective force values, after taking into account the difference in the spring

stretching and the access resistance (Supplementary Note 1, containing Refs. [41–43]), re-

spectively. Finally, placing the DNA parallel to the plane of the graphene membrane did not

change the character of the effective force dependence on the transmembrane bias, FIG. 2c,

but moderately reduced the amplitude of the non-monotonic effect.

Electro-osmosis is a known determinant of the effective force on DNA in a solid-state

nanopore [40, 44–46]. In our systems, however, the non-linear dependence of the effective

force on the applied bias does not originate from the electro-osmotic effect. To demonstrate

that, we constructed an electrically neutral variant of our DNA molecule by adding one

proton worth of electrical charge to each phosphorous atom of the DNA and used it for

effective force simulations. The plot of the effective force on the electrically neutral variant

of the DNA molecule, FIG. 2c, is a monotonically increasing function of the bias, indicating

repulsion from the nanopore at all bias values. In the case of electrically charged (normal)

DNA, the average water flux through the nanopore monotonically increases with the bias,

illustrating the electro-osmotic effect, FIG. 2d. For the neutral DNA fragment, the flux

remains close to zero at all biases. Thus, the electro-osmotic effect does not explain repulsion

of DNA from the nanopore.

Further analysis identified dielectrophoretic compression of the solvent as the source of

the repulsive force. FIG. 3a schematically illustrates the mechanism of the effect. The

presence of the nanopore focuses the electric field to the vicinity of the membrane, FIG. 3b.

The strong electric field polarizes water near and within the nanopore volume, FIG. 3c. Note

that although each water molecule is neutral, it experiences a non-zero net force produced

by the spatially varying electric field. The average component of this local dielectrophoretic

force on a water molecule along the pore axis Fz(z) = pz(z)dEz(z)/dz, FIG. 3d, is a

rapidly varying function of distance. Although both the peak E-field intensity and the local
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FIG. 3. Dielectrophoretic pressurization of a graphene nanopore. (a) Schematic illustration of

pressure build up caused by dielectrophoresis. The arrows indicate the direction and magnitude

of the dielectrophoretic force on water molecules. (b) Electric field strength along the pore axis at

several transmembrane biases. For each transmembrane bias, data in panels b–d derive from at

least three independent simulations of the open-pore system, each lasting 20 ns. (c) Trajectory-

average projection of water dipole moment onto the nanopore axis. (d) Local dielectrophoretic force

per water molecule. (e) Map of electrolyte density differential produced by a transmembrane bias.

The image shows a cross section of the 3D map obtained by subtracting local electrolyte density

maps at 1 and 0 V transmembrane bias; only the region near the nanopore is shown. (f) Local

pressure along the nanopore axis. The lines show the pressure values calculated by integration

of the force plot (panel d). The bar graph indicates pressure values calculated from the observed

changed of water density and the measured water compressibility, Supplementary Figure S12.

polarization of water increase nearly linearly with the transmembrane bias, Supplementary

Figures S9 and S10, the peak dielectrophoretic force increases as its square, Supplementary

Figure S11. The force has opposite sign at opposite sides of the membrane, pushing water

molecules toward the center of the membrane, compressing the water in the nanopore. The
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local compression of water in the nanopore is directly confirmed by plotting the average

local density difference map, FIG. 3e.

The aggregate force on all water molecules creates a pressure in the center of the pore,

much like a column of water (all attracted downward by gravity) creates a pressure at the

bottom of the column. By integrating this force over all of the water molecules in the

column, and dividing by the area of the column, we can estimate the increased pressure in

the pore due to the dielectrophoretic force, FIG. 3f. The model predicts a pressure of almost

400 atm at 1 V transmembrane bias in the center of a 3.5 nm pore in a single-layer graphene

membrane. Similar local pressure values are obtained when modeling the nanopore system

using a continuum approach, Supplementary Note 2, which contains Refs. [47, 48]. Such

high local pressure values are not uncommon to nanoscale systems and have been previously

found in lipid bilayer membranes [49] and strongly confined liquids [50]. The nanopore

volume remained occupied by water at all biases, indicating the lack of voltage-induced

dewetting [51]. By determining the compressibility of the electrolyte, Supplementary Figure

S12, and computing the local electrolyte density change produced by the transmembrane

bias, we obtained an independent estimate of pressure at the center of the nanopore, FIG. 3f,

that agrees with the pressure values calculated from the dielectrophoretic effect. Finally,

a product of the pressure difference at the DNA ends and the DNA’s cross-section area

(490 Å2) provides an independent estimate of the repulsive force on DNA caused by local

compression of the electrolyte, filled stars in FIG. 2c, which is in good agreement with the

effective force on neutralized DNA directly measured in MD simulations, open squares in

FIG. 2c.

The non-monotonic dependence of DNA capture rate on transmembrane bias has thus

far eluded experimental observation. In addition to technical difficulties associated with

measurements of ionic currents through narrow pores in 2D materials, the bandwidth limi-

tation of the measurement precludes observation of fast DNA translocation events. Indeed,

saturation or reduction of the DNA capture rate at high biases could be interpreted as

bandwidth-limited decline in detection of successful translocation events [52, 53]. Using

non-sticky 2D materials such as boron nitride and less charged biomolecular probes will

facilitate experimental observation of the effect.

To demonstrate a potential utility of the hydrostatic compression effect, we computed the

potential of mean force (PMF) for moving three variants of a villin headpiece protein through
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graphene nanopores under several transmembrane biases, see Supplemental Material for de-

tails of these simulations, which includes Refs. [54, 55]. The PMF for moving an unphospho-

rylated variant of the protein, Supplementary Figure S13, exhibits a barrier that increases

rapidly with the voltage. Similar barriers are observed in the PMFs of both singly and dou-

bly phosphorylated protein at 1V, whereas no such barriers are found at 200 mV, FIG. 4,

meaning that, at 200 mV, both proteins can translocate through the nanopore whereas, at

1V, neither protein can. At 500 mV, however, the translocation of doubly phosphorylated

protein is unimpeded whereas the singly phosphorylated protein encounters a 2 kcal/mol

barrier. Thus, the hydrostatic pressure effect may be used to sort proteins according to their

phosphorylation states—common post-translational modifications.

Po
te

nt
ia

l o
f m

ea
n 

fo
rc

e 
(k

ca
l/m

ol
)

−5
0
5 200 mV

−5
0
5 500 mV

−30 −20 −10 0 10 20 30
  Z (Å)

−5
0
5 1 V

P1
P2

Z

4.9 nm

P1

P2

E

FIG. 4. Potential of mean force (PMF) of a villin headpiece protein along the symmetry axis of a

4.9 nm diameter nanopore. The PMF was computed for two phosphorylation states of the protein

corresponding to the net charge of one (blue, state P1) and three (green, state P2) electrons.

Vertical dashed lines schematically illustrate the location of a graphene membrane; horizontal

dashed line indicates a 0 kcal/mol value.

In summary, we have shown an unexpected effect of dielectrophoresis on nanopore trans-

port that, instead of promoting DNA capture [20, 21], blocks DNA passage by compressing

water in the nanopore. The nanopore dielectric blockade effect could, potentially, be used

to sort or filter biomolecules according to their charge-to-volume ratio. On a broader note,

our work shows that, despite thirty years of inquiry, the physics of nanopore transport is

still full of surprises.
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