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We consider current statistics for a two species exclusion process of particles hopping in opposite
directions on a one-dimensional lattice. We derive an exact formula for the Green’s function as well
as for a joint current distribution of the model, and study its long time behavior. For a step type
initial condition, we show that the limiting distribution is a product of the Gaussian and the GUE
Tracy-Widom distribution. This is the first analytic confirmation for a multi-component system of
a prediction from the recently proposed non-linear fluctuating hydrodynamics for one dimensional
systems.

Macroscopic evolution of many particle systems is de-
scribed by a hydrodynamic theory. To describe fluctu-
ations and correlations it is customary to add noise to
a linearized equation resulting in the theory of fluctuat-
ing hydrodynamics (FHD), see e.g.[1]. Despite its suc-
cesses, FHD is often insufficient especially in low dimen-
sions where anomalous transport is observed [2–5] and
one has to consider a nonlinear theory (NLFHD) [6–8].

NLFHD is in general difficult to handle, but in the
case of one dimension important progress has been
made through the connection to the Kardar-Parisi-Zhang
(KPZ) equation [9, 10] (or the noisy Burgers equation) for
which many exact results are known. Van Beijeren [11]
predicted that certain correlations of rather generic one-
dimensional fluids in equilibrium may be captured by the
KPZ equation in the stationary state [12–14]. Spohn re-
formulated this prediction on more general grounds [15].

The predictions in [11, 15] were first mainly intended
for one dimensional systems in equilibrium of particles in-
teracting via nonlinear potential and anharmonic chains
such as the Fermi-Pasta-Ulam (FPU) chain [16, 17],
which are governed by (deterministic) Hamiltonian dy-
namics. Similar predictions can also be formulated for
stochastic dynamics [18], again originally for the station-
ary situation but they have since been extended to cur-
rent distributions and for a transient regime from a step
type initial condition [19].

These predictions of NLFHD have been tested in many
numerical simulations [20–24] but our theoretical un-
derstanding of their validity is unsatisfactory because
NLFHD is based on a heuristic decoupling of modes for
which there has not been a firm analytic confirmation
although some support is given by mode-coupling theory
(and except the noisy harmonic chain whose sound mode
becomes linear [25, 26]). It is highly desirable therefore
to establish the correctness of NLFHD predictions for
concrete microscopic models.

Such analytic confirmation would be difficult to achieve

for Hamiltonian dynamics as it implies understanding of
the long time behavior of a chaotic system. In the case
of stochastic dynamics there is no such fundamental dif-
ficulty. In this Letter we provide the first confirmation
from first principles of the predictions of NLFHD for a
two-component stochastic system via exact results for the
Green’s function and a joint current distribution.

For one dimensional systems with a single mode, no-
tably those in the KPZ universality class, there has been
remarkable progress in our understanding of their fluc-
tuations over the last twenty years [27, 28]. Discoveries
of several exact solutions for models in the universality
class, such as the asymmetric simple exclusion process
(ASEP) and the KPZ equation [29–32], have allowed us
to study fluctuation properties in quite some detail. For
example, it is possible to derive universal distribution
functions and correlations of physical quantities in the
scaling limit, which have turned out to show intriguing
dependence on geometry and initial conditions [33–36],
as can also be observed in real experiments [37–39].

For systems with multiple modes progress has been
much slower. For example, most studies based on exact
solutions have so far been restricted to stationary proper-
ties [40–43] or the level of critical exponents [44–46]. But
there have been a few recent results for the Green’s func-
tion [47, 48] and there is a growing need for the extension
of methods to derive distribution functions of physical
quantities to multi-component systems [49–51].

We report on the two species Arndt-Heinzl-Rittenberg
(AHR) exclusion process [52], and give an exact multiple
integral formula of a joint current distribution. For a
mix of step and Bernoulli initial condition, we show that
this distribution in the scaling limit tends to a product
of Gaussian and GUE Tracy-Widom distribution from
random matrix theory [53–55], as predicted by NLFHD.

The AHR model is a stochastic Markov process con-
sisting of two families of particles that hop in opposite
directions on a one dimensional lattice. The transition
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FIG. 1: The AHR model. A + (resp. −) particle,
denoted by • (resp. ◦), hops to the right (resp. left)

with rate β (resp. α). A pair of + and − on
neighboring sites swap their positions with rate 1.

rates for + and − particles in the AHR model are

β : (+, 0) → (0,+), α : (0,−) → (−, 0),

1 : (+,−) → (−,+). (1)

See FIG. 1. The AHR model is known to be Yang-
Baxter integrable [56], and the stationary state of the
AHR model on a ring can be given in terms of the matrix
product form [52, 57]. Throughout we will take α+β = 1
for which the stationary state is factorised. Moreover,
later we will specialise to α = β = 1/2. We consider this
AHR model on the infinite lattice.
Green’s function. Our first main result is a formula

for the Green’s function of the model. We denote a
configuration by the coordinates x1, . . . , xN of the +
particles and coordinates y1, . . . , yM of the − particles.
We impose an initial condition where all the + parti-
cles are to the left of all the − particles, which results
in a simple structure. Putting the superscript (0) to
represent the initial coordinates we thus assume that

x
(0)
1 < . . . < x

(0)
N < y

(0)
1 < . . . < y

(0)
M .

Let us denote by G+− the Green’s function for the case
where the ordering of the coordinates x and y is still the
same as that of the initial condition, and by G−+ the
Green’s function for the case where the two families have
completely crossed after some large enough time t, i.e.
when y1 < . . . < yM < x1 < . . . < xN . It can be shown
that the Green’s function for these cases is given by [58]

Gσσ′ (x, y, t|x0, y0)

=

∮ N
∏
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dzj
2πi

M
∏
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2πi
eΛN,M t Sσσ′({z}, {w})

× det
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)j−1

z
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i

)

N
∏

j=1

z
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(0)
j

−1

j

× det

(

(

wk − 1

wl − 1

)m−k

w−yk

l

)

M
∏

k=1

w
y
(0)
k

−1

k , (2)

where all contours are around the origin, and where

S+−({z}, {w}) = 1,

S−+({z}, {w}) =

M
∏

k=1

N
∏

j=1

1

αzj + βwk
, (3)

and ΛN,M = β
∑N

i=1(z
−1
i − 1) + α

∑M
i=1(w

−1
i − 1). A

formula for G with a more complicated S can also be

FIG. 2: The initial condition consisting of N + particles
(•) with density ρ on the left and M − particles (◦)

packed on the right. In this letter, we focus on the case
of total exchange.

derived for mixed positions of + and − particles. It is
easy to check that (2) satisfies the Markov dynamics of
the AHR model and the initial condition. This type of
formula was known for the single species TASEP [59].
The Green’s function (2) is found by constructing the

eigenfunctions of the AHR Markov generator using a
form of the Bethe ansatz analogous to that used for ran-
dom tilings [60, 61], which is related to the combinatorics
of Littlewood-Richardson coefficients [62, 63], i.e. we em-
ploy a representation of the eigenfunction in which two
sets of variables zj’s and wk’s are associated with pos-
itive and negative particles respectively. A more com-
plicated formula would follow from the standard nested
Bethe ansatz [56].
Joint current distribution. Our second main result is

an exact expression for a joint current distribution for
the AHR model. In the following we focus on the case in
which initially N particles of + type are distributed by
the Bernoulli measure with density ρ on x ≤ −1 and the
first M sites on x ≥ 0 are occupied by − particles. Let
n±(t) denote the number of ± particles that have crossed
the origin up to time t and PN,M,ρ(t) = PN,M [n+(t) =
N,n−(t) =M ] the probability that all + and − particles
have crossed the origin by time t. See FIG. 2.
The probability PN,M,ρ(t) can be written as a sum of

the Green’s function (2) over all possible final positions of
+ and − particles, and also over the initial coordinates

x
(0)
j in which the distances among + particles are in-

dependently distributed as a geometric random variable
with parameter 1 − ρ. After performing the associated
geometric series we find that [58]

PN,M,ρ(t) =
1

N !M !

∮ N
∏

j=1

dzj
2πi

M
∏

k=1

dwk

2πi
eΛt ×

ρN
∏

1≤i<j≤N (zi − zj)
2

∏N
j=1(zj − 1)N(1 − (1− ρ)zj)

∏

1≤k<l≤M (wl − wk)
2

∏M
k=1(wk − 1)M

×
1

∏N
j=1

∏M
k=1

(

αzj + βwk

) , (4)



3

with all contours around the origin. The fact that the in-
tegrand has a factorised form is non-trivial, but this form
makes it amenable to asymptotic analysis. This type of
multiple integral formula with two sets of variables have
appeared in a few different contexts [64, 65]. From now
on we take α = β = 1

2 for simplicity.
Without derivation we note that it is possible to write

(4) as a single determinant of the form

PN,M,ρ(t) = cNM (t) det
(

∑

x≥0

fj(x)gk(x)
)M

j,k=1
, (5)

where cNM (t) = e−(N+M)t 2NMρN and

fj(x) =

∮

dw

2πi
ewt/2 wx+j−1

(w − 1)j
, 1 ≤ j ≤M,

gk(x) =

∮

dz

2πi
ezt/2

(−z)−x+k−2

(z − 1)k(1− (1− ρ)z)
, 1 ≤ k ≤ N,

where the integrals are again around the origin and
gk(x) = δx,M−k for N < k ≤ M . The geometric sum
over x in (5) can be easily performed. After changing
the contours to lie around the other poles, the contour
integrals for f and g can be computed and a single deter-
minant remains with explicitly known matrix elements.
This explicit representation resulting from (5) is useful
for numerical evaluation.
Nonlinear fluctuating hydrodynamics. We now sum-

marise the predictions from the general theory of NLFHD
[15] applied to the AHR model [18], and show below how
these are confirmed by a precise asymptotic analysis of
(4). In fact, the AHR model has served as a prototypical
model for checking numerically predictions of NLFHD.
The case of a step initial condition was studied in [19].
First we describe the predictions for the case in which

infinitely many + particles are Bernoulli distributed with
density ρ on the negative integers, and infinitely many −
particles fill the lattice completely on the non-negative
integers. The macroscopic behavior of this system at the
Euler scale can be described by a hydrodynamic equation
of the form [66],

∂u(x, t)

∂t
+
∂j(u(x, t))

∂x
= 0, (6)

where u(x, t) = (ρ+(x, t), ρ−(x, t)) is the density vector
and j(u) = (j+(u), j−(u)) denotes the macroscopic cur-
rent of ± particles given by

j+(u) = ρ+(1− ρ+ − ρ−) + 2ρ+ρ−, (7)

j−(u) = −(1− ρ+ − ρ−)ρ− − 2ρ+ρ− . (8)

This set of coupled equations with step type initial
condition (Riemann problem) can be solved by switch-
ing to the normal modes that diagonalize the Jaco-
bian ∂j/∂u [19, 67]. The average currents of ± parti-
cles at the origin are given by j+ = ρ(3 − ρ)2/16, and

j− = (1 + ρ)2(2 − ρ)/16, where we recall that ρ is the
initial average density of + particles. We are interested
in the fluctuations around these values.
In fluctuating hydrodynamics, one presumes that the

fluctuations of the model can be taken into account by
adding noise and diffusion terms to the hydrodynamic
equations [15]. For the AHR model, the equations for
the two modes become a coupled KPZ equation [18, 68,
69]. Because the speeds of the two normal modes are
different, one can naively expect that, in the long time
limit, the fluctuations of each mode is described by the
KPZ equation. This is the basic idea behind NLFHD.
For a system with infinitely many particles, NLFHD

predicts that the probability of observing n+(t) = n and
n−(t) = m in the long time scaling limit is approximately
given by

P∞,∞[n+(t) = n, n−(t) = m] ≃ F ′
G(s+1)F

′
2(s−1) (9)

where FG and F2 are the Gaussian and GUE Tracy-
Widom distributions respectively, and the two scaling
variables s− = s−(n,m; t) and s+ = s+(n,m; t) asso-
ciated with the two normal modes are given by

s− =
(

(1 + ρ)n− (3− ρ)m+ (1− ρ)(1−
(1− ρ)2

4
)t
)

/
(

(3/16)1/3(1 − ρ)(3− ρ)2/3(1 + ρ)2/3t1/3
)

, (10)

s+ =
(

− 2(2− ρ)n+ 2ρm+ 2(2− ρ)(1 − ρ)ρt
)

/
(

3(1− ρ)3/2
√

ρ(2− ρ)t1/2
)

. (11)

The product structure of the distribution in (9) is im-
plied by the anticipated independence of the two normal
modes. This fact is naturally expected in NLFHD but to
our knowledge has not been explicitly stated before.
In (4) we found an exact formula for the quantity

PN,M [n+(t) = N,n−(t) =M ], the probability of observ-
ing n+(t) = N and n−(t) =M given an initial condition
of a finite number N Bernoulli distributed + particles at
density ρ to the left of the origin, and M fully packed
− particles to the right of the origin. One immediately
notices however that PN,M [n+(t) = N,n−(t) = M ] is
very different from P∞,∞[n+(t) = N,n−(t) = M ]. For
example, when t→ ∞ for fixed N,M , the latter tends to
zero whilst the former approaches unity.
It is however possible to generalize predictions of

NLFHD for the AHR model to the case with finite num-
ber of particles. The idea is to make a connection be-
tween the probability for the system with finite number
of particles to a similar probability for the system with
infinite number of particles on the scale where s± as de-
fined in (10) and (11) are well defined.
Prediction for finite number of particles. Our third

main result is a prediction resulting from NLFHD for
systems with large but finite number of particles. Let us
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FIG. 3: A 3D plot of the probability PN,M,ρ(t) from
Monte Carlo simulations (gradual colors) and the

conjecture (14) (green mesh). The inset is a comparison
for a slice of s+ = 0 between simulations (red stars) and

the prediction (14) (solid curve).

consider the probability PN,M [n+(t) = n, n−(t) = m], for
the case where N and M are chosen in such a way that
+ and − particles cross the origin about the same time
t, as in FIG. 2, and when we consider the fluctuations
around this time. For n < N and m < M , this is the
same as P∞,∞[n+(t) = n, n−(t) = m]. For the case where
all + particles have crossed the origin but not yet all −
particles, i.e. n = N and m < M ,

PN,M [n+(t) = N,n−(t) = m] ≃
∑

s′≥s̃−

F (s̃+, s
′), (12)

where F (s+, s−) := P∞,∞[n+(t) = n, n−(t) = m] and
s̃± = s±(N,m, t). A similar argument applies to the case
with n < N and m = M . The probability in the case of
n = N and m = M is approximated by the remaining
sum of probabilities for infinitely many particles, i.e.

PN,M [n+(t) = N,n−(t) =M ] ≃
∑

s≥s∗+

∑

s′≥s∗
−

F (s, s′),

(13)
where s∗± = s±(N,M, t). In the scaling regime defined
by s±, using (9) this simply becomes,

PN,M [n+(t) = N,n−(t) =M ] ≃ FG(s
∗
+)F2(s

∗
−). (14)

Equation (14) can be considered as the prediction of
NLFHD for the case with finite particles. We emphasize
that this is a nontrivial generalization of predictions of
NLFHD for the case with finite number of particles. In
FIG. 3 we show the 3D plot of the probabilities from
Monte Carlo simulations and the conjecture (14). A good
agreement is observed and it gives an evidence that our
generalized conjecture of NLFHD (14) is indeed true.

Asymptotic analysis for N ≥M . The case of N ≥M
is simplest to analyse though it does not correspond to
the correct scaling regime for (10),(11) as − particles will
have crossed the origin long before all + particles have.
In this regime there is no pole at wk = ∞ and the w
integration in (4) can be performed successively by de-
forming the contour to lie around the only other pole at
wk = 1. The remaining N -fold integral, using known
methods [70], can be rewritten as a Fredholm determi-
nant, giving

PN,M,ρ(t) = det(1−K(ξ, η))ℓ2(N), (15)

with kernel K(ξ, η) =
∑N−1

j=0 φk(ξ)ψk(η), and

φk(ξ) =

∫

D

dw

2πi

wk−ξ(1 + w)M (1− (1− ρ)/w)

wM (w − 1)k+1ewt/2
, (16)

ψk(η) =

∫

C

dz

2πi

zM (z − 1)kezt/2

zk+2−η(1 + z)M (1− (1− ρ)/z)
, (17)

for 1 ≤ k ≤ N where D is a contour around 1 and C en-
closes 0,−1, 1− ρ. Standard asymptotic analysis [29, 71]
then shows that the limit is governed by the GUE Tracy-
Widom distribution, as expected since PN,M,ρ(t) in this
region should asymptotically be close to the current dis-
tribution of the single species TASEP [29, 34].
Asymptotic analysis for N < M . Here we give our

fourth main result, an analytic confirmation of (14) by
performing asymptotic analysis to our exact formula (4).
We first deform the z-contours in (4) to lie around all
other poles in the z-plane other than the origin. As there
are no poles at zj = ∞ when N < M , the only remaining
poles are at zj = 1 and zj = 1/(1 − ρ). By evaluating
the simple pole at zj = 1/(1− ρ) in (4), we obtain

PN,M,ρ(t) = I1 + J × I2, (18)

where

I1 =
1

M !

∮ M
∏

k=1

dwk

2πi

eΛ0,M t ∆M (w)
∏M

k=1(
1
2 (1 + wk))N

,

J =
ρN−1

(1− ρ)N

(

2(1− ρ)

2− ρ

)M
e−ρt/2

(N − 1)!

∮ N−1
∏

j=1

dzj
2πi

× eΛN−1,0t
∆N−1(z)

∏N−1
j=1 (1− (1− ρ)zj)

∏N−1
j=1 (zj − 1)

∏N−1
j=1 (12 (1 + zj))M

,

I2 =
1

M !

∮ M
∏

k=1

dwk

2πi
eΛ0,M t ∆M (w)

×

∏N−1
j=1 (1 + zj)

M ( 1
1−ρ + 1)M

∏M
k=1(

∏N−1
j=1 (zj + wk)(

1
1−ρ + wk))

. (19)

Here ∆N (z) =
∏

1≤i<j≤N (zi − zj)
2/
∏N

j=1(zj − 1)N , the
w-integration is around the origin and the z-integration is
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around zj = 1 only. It can be shown [58] that the leading
order contribution to the asymptotics of I2 is given by
zj = 1. Hence we can ignore the z-dependence in I2 by
substituting zj = 1 and then evaluate the asymptotic
behaviour of I2 and J independently.

Performing an asymptotic analysis similar to that in
[70], the integrals I1,2 can be treated analogously to the
caseN ≥M , with formulas similar to (15)-(17), resulting
in GUE Tracy-Widom distributions, i.e. I1,2 ≃ F2(s

∗
−).

The integral J can also be analysed using similar meth-
ods and one finds J ≃ FG(s

∗
+) − 1. In light of (18) this

establishes our conjecture (14) of NLFHD. By estimat-
ing lower order contributions around zj = 1 in I2, we
would be able to study the interaction effects between
the modes, but this is left as an important problem for
future research.

To conclude, in this Letter we presented the exact
Green’s function for the two-species AHR exclusion pro-
cess for certain initial and final conditions, and provided
an exact multiple integral formula for a joint current dis-
tribution. For a mix of step and Bernoulli type initial
conditions, we have performed an asymptotic analysis
for this multiple integral in the scaling limit. We found
that the limiting distribution is given by a product of
the Gaussian and the GUE Tracy-Widom distribution, as
predicted by a generalization of NLFHD for finite num-
ber of particles. This is the first analytic confirmation of
predictions of 1D non-linear fluctuating hydrodynamics
for multi-component systems.

Due to the fact that we have explicit knowledge of
the full Green’s function for the AHR model, our ap-
proach can be generalized to study various other initial
conditions and other observables. It is also our firm ex-
pectation that our approach should generalize to other
integrable multi-species models, such as the ones studied
in [47, 48]. Indeed, our work opens up new ways to ana-
lytically study fluctuations and correlation properties of
many multi-component systems.
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