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Abstract

We perform Landau-Zener-Stückelberg-Majorana (LZSM) spectroscopy on a system with strong

spin-orbit interaction (SOI), realized as a single hole confined in a gated double quantum dot.

Analogous to electron systems, at magnetic field B = 0 and high modulation frequencies we

observe photon-assisted tunneling (PAT) between dots, which smoothly evolves into the typical

LZSM funnel-shaped interference pattern as the frequency is decreased. In contrast to electrons,

the SOI enables an additional, efficient spin-flip interdot tunneling channel, introducing a distinct

interference pattern at finite B. Magneto-transport spectra at low-frequency LZSM driving show

the two channels to be equally coherent. High-frequency LZSM driving reveals complex photon-

assisted tunneling pathways, both spin-conserving and spin-flip, which form closed loops at critical

magnetic fields. In one such loop an arbitrary hole spin state is inverted, opening the way toward

its all-electrical manipulation.
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Currently there is interest in coherent control of individual spins in the context of

quantum-dot-based quantum computing with spin qubits [1, 2]. In gated devices, single-spin

control is achieved with micromagnets [3–5] or nanoantennae [6–8], requiring complex device

engineering. Alternative proposals envision rotating the spin of the moving carrier via the

electrostatically modulated Rashba spin-orbit interaction (SOI) [9], which promises simpler

designs and improved device scalability. In electronic quantum dot systems such electrical

spin manipulation has been reported in gated GaAs [10, 11] and InAs devices [12, 13]. How-

ever, in these systems the SOI magnitude is small, it is comparable to the strength of nuclear

hyperfine interactions, but much smaller than the interdot tunneling coupling [14–17]. On

the other hand, theoretical proposals involving holes [18, 19], motivated by predictions of

suppressed hyperfine interactions with nuclear spins [20–30], are at very early stages of imple-

mentation. In silicon-based hole devices, both lateral [31, 32] and nanowire systems [33, 34],

control of the hole spin via the electric dipole spin resonance and the spin Rabi oscillations

have been demonstrated [35, 36]. In GaAs-based devices the anisotropies of the hole tun-

neling current in a magnetic field [37] and the zero in-plane g-factor [38] were traced to the

presence of a strong SOI. Signatures of a strong spin-flip tunneling between the dots in a

double quantum dot have been detected in magneto-transport [38], but the consequences of

strong SOI have not yet been studied at the single-hole level.

In this Letter we use Landau-Zener-Stückelberg-Majorana (LZSM) interferometry to

probe the dynamics of a single hole confined in a lateral double-dot device. This exper-

imental technique has been used to study the coherent phenomena in a variety of physical

systems [39]. In particular, it was utilized to study the dynamics and to quantify the co-

herence of electronic charge qubits [40–46] as well as superconducting qubits [47–49]. In

gated dots, LZSM interferometry involves applying microwave modulation to the detuning

between the dots and measuring the resulting tunnel current or charge configuration. We

demonstrate that for a single hole at zero magnetic field the LZSM phenomena arise from

a single tunneling channel, analogous to that of the single-electron system. As in electronic

samples, we observe the smooth evolution of the discrete photon-assisted tunneling (PAT)

pattern at high driving frequencies to characteristic smooth funnel-shaped fringes at low fre-

quencies. An important difference in the spectra occurs in a nonzero magnetic field, where

at all driving frequencies we report the coexistence of interference features generated by

two tunneling channels: one spin-conserving and one spin-flipping. High-frequency LZSM
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FIG. 1: (a) Layout of the gates forming the double-dot lateral confinement. The red arrow

indicates the flow of the current IDOT in the transport measurement. Panels (b) and (c)

show the energy diagram of the system as a function of the detuning at zero and nonzero

magnetic field, respectively. Panels (d) and (e) show schematic energy diagrams at a

nonzero magnetic field, for detunings equal to zero and the Zeeman energy EZ ,

respectively. Tunneling matrix elements tN (tF ) characterize the spin conserving (flipping)

tunneling resonance. (f) Magnitudes of the tunneling elements tN (blue circles) and tF (red

squares) as a function of the magnetic field extracted from experiment (symbols) and

predicted by microscopic theory (dashed lines).

interferometry reveals that in systems with strong SOI several microwave-assisted tunneling

pathways coexist for optimal values of detuning and magnetic fields, offering novel regimes

for new functionalities and means of control of the hybrid charge-spin system.

Figure 1(a) shows the gate layout of our GaAs lateral double dot [38, 50]. We confine

precisely one hole and electrically control the charge state between (nL, nR) = (1, 0) and

(0, 1), where nL(R) is the number of holes in the left-hand (right-hand) dot. A hole can be
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placed in each dot in two spin states, which results in four possible combined spin and charge

configurations: (↓, 0), (↑, 0), (0, ↓), and (0, ↑). At zero magnetic field the two spinors in each

dot are degenerate. Denoting the energies of (1, 0) and (0, 1) charge configurations by εL and

εR, respectively, the relative detuning ∆ε = εR − εL can be tuned by adjusting the voltage

on the gate L. Figure 1(b) shows the energy diagram of the system as a function of ∆ε

at zero magnetic field. It consists of two degenerate energy levels, which anticross close to

the resonance, i.e., when ∆ε approaches zero, with a gap defined by the interdot tunneling

matrix element t. This diagram is identical to that of an equivalent double-dot with a

single electron [40–46]. A qualitatively different situation occurs at a finite magnetic field

(Fig. 1(c)). Here, the different spin states of the same charge configuration are separated by

the Zeeman energy EZ . States with the same spin exhibit anticrossings at ∆ε = 0, similar

to the electron case, with the gaps defined by the spin-conserving tunneling matrix element

tN . The alignment of dot levels corresponding to that resonance condition is visualized in

Fig. 1(d), in which the spin-down (up) levels are represented with blue (red) lines. In our hole

system, the strong SOI enables two additional anticrossings between states with opposite

spin, with gaps defined by the spin-flip tunneling matrix element tF . The microscopic

form of this SOI component [18, 19, 51, 52] is established in Ref. [53]. The alignment of

levels occurring at ∆ε = EZ is shown schematically in Fig. 1(e). Here the left-dot spin-up

level (↑, 0) is resonant with the right-dot spin-down level (0, ↓) allowing coherent spin-flip

tunneling.

Following Refs. [37, 51, 52], we describe our four-level system with a perturbative heavy-

hole Hamiltonian in the presence of a magnetic field perpendicular to the dot surface:

Ĥ =



εL + EZ/2 0 −tN −itF
0 εL − EZ/2 −itF −tN
−tN itF εR + EZ/2 0

itF −tN 0 εR − EZ/2


. (1)

The Zeeman energy EZ = g∗µBB, where g∗ is the effective hole g-factor [38] (in our system,

g∗ = 1.35), µB is the Bohr magneton, and B is the magnetic field. We have estimated the

numerical values of the above Hamiltonian elements in magneto-transport spectroscopy by

measuring the tunneling current, depicted in Fig. 1(a) with the red arrow, as a function

of the detuning ∆ε and the magnetic field. We chose a high source-drain bias voltage,

corresponding to the alignment of the lead Fermi energies as depicted in Fig. 1(d), (e).
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Following the procedure outlined in the supplementary material, Ref. [53], and as shown in

Fig. 1(f), the dependence of tN and tF on the magnetic field is extracted (red squares and

blue dots, respectively). We compare it qualitatively to the trends predicted by a simple

microscopic model (red and blue dashed lines, respectively). The spin-flip tunneling element

is of a similar magnitude to that of the spin-conserving process, but the two elements differ in

their magnetic field dependence. The element tN decreases, while tF first increases and then

decreases as the field is raised. The behavior of tN is a consequence of the decreasing overlap

between the left and right-dot orbitals due to the diamagnetic tightening of the cyclotron

orbits as the field grows. The non-monotonic dependence of tF , on the other hand, is a

direct consequence of the SOI nature of this element, as it depends both on the orbital

overlap and the momentum. As the field grows, the overlap between orbitals decreases, but

the magnetic vector potential term contributing to the momentum operator grows. The

observed behaviour is a result of the interplay of these two trends. A characteristic decrease

of the spin-flip tunneling element has been observed for electronic double dots by analyzing

the leakage current in the singlet-triplet blockade regime [16].

LZSM interferometry is performed by applying a sinusoidal microwave modulation to

gate L. We account for it by replacing the left-dot orbital energy εL by εL + V0 sin(2πft),

where V0 and f are respectively the modulation amplitude and frequency. To make con-

nection with earlier studies on electronic double-dots [40–46], we first discuss results at zero

magnetic field. Figure 2(a) shows the tunneling current as a function of the detuning ∆ε

and microwave power for a high modulation frequency f = 15.9 GHz. Due to the fact that

the microwave amplitude delivered to the device depends on the frequency in our setup, we

do not calibrate the absolute power levels, but utilize the microwave generator settings in

labeling the horizontal axes (the modulation is delivered through a 20 dB attenuator at low

temperatures). The set of interference fringes, separated in detuning by hf , corresponds to

the equivalent PAT pattern studied in electronic devices, with characteristic modulations

in intensity as a function of power. The pattern is reproduced theoretically in Fig. 2(b) by

calculating the time-averaged current in the density-matrix rate equation approach [39, 53–

55] applied to our four-level model. As the microwave frequency is reduced to 6.7 GHz, the

spacing of the PAT fringes in detuning decreases as observed in the experiment, Fig. 2(c)

and theory, Fig. 2(d). The interference fringes are broadened by decoherence [39] allowing

us to extract the value of the charge qubit decoherence time T ∗2 ≈ 60 and 75 ps for f = 15.9
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FIG. 2: LZSM interferometry of a single hole at zero magnetic field. Panels (a), (c), and

(e) show the tunneling current measured as a function of detuning and microwave power at

driving frequencies 15.9 GHz, 6.7 GHz, and 4 GHz, respectively. Panels (b), (d), and (f)

show the results of model calculations at matching conditions.

GHz and 6.7 GHz, respectively. For an even lower frequency f = 4 GHz [Fig. 2(e) experi-

ment and (f) theory] the fringes coalesce and form funnel-shaped features [56–59]. Here the

extracted charge qubit time T ∗2 = 90 ps.

LZSM spectra are dramatically different in a nonzero magnetic field. Figures 3(a) and (c)

show respectively the tunneling current as a function of microwave power for high frequency

modulation (f = 15.9 GHz) and two values of magnetic field, B = 1.34 T and B = 2.1

T, respectively. Figure 3(e) shows the current measured at B = 1 T and a low-frequency

modulation (f = 2.77 GHz). Figures 3(b), (d), and (f) show the results of corresponding

simulations. Here the spin-conserving and spin-flip tunneling channels become nondegen-

erate resulting in the appearance of two sets of interference fringes. In Fig. 3(a) we are in

the PAT regime. Here the magnetic field was chosen so that the resulting Zeeman energy

EZ ≈ 2hf , leading to the overlap of first-order interference features of the two patterns.
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FIG. 3: LZSM interferometry of a single hole at nonzero magnetic fields. Tunneling

current measured (a) and calculated (b) as a function of detuning and microwave power for

a driving frequency f = 15.9 GHz and a magnetic field B = 1.34 T. The field is chosen so

that the Zeeman energy EZ ≈ 2hf . Panels (c) and (d) show the current at B = 2.1 T, i.e.,

EZ ≈ 3hf , with the same microwave modulation frequency. Panels (e) and (f) show

respectively the tunneling current measured and calculated at B = 1 T for a driving

frequency f = 2.77 GHz.

An increase of the magnetic field to 2.1 T gives the Zeeman energy EZ ≈ 3hf , resulting in

a relative shift of these patterns in detuning, as seen in Fig. 3(c). In Fig. 3(e) we recover

the characteristic low-frequency funnel-shaped fringes at the field of B = 1 T. The current

maxima evolve from the two-peak structure at low power, through broader, but separate

interference patterns at intermediate powers, towards a complex, overlapping structure at

high powers. Fitting the LZSM data allows us to extract the tunneling elements tN and tF

and also the decoherence times T2N and T2F characterizing the spin-conserving and spin-flip

tunneling processes, respectively [53]. We find approximately power-independent values of

tN = 0.26 ± 0.02 µeV and tF = 0.28 ± 0.04 µeV at B = 1 T. The decoherence times in
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FIG. 4: (a), (b) Measured and calculated tunneling current as a function of detuning

(vertical axis) and magnetic field (horizontal axis) at a microwave frequency f = 19.56

GHz and power 0 dBm. Panels (c) and (d) show the alignment of quantum dot levels and

possible resulting tunneling pathways respectively at conditions (1) and (2) from panel (b).

this spin-charge hybrid regime T2N ≈ T2F = T ∗2 decrease from ∼ 120 ps down to ∼ 80

ps as the power increases, which, we speculate, is related to hole heating. The simulation

results in Fig. 3 show the current calculated for a power-independent value of T ∗2 = 90 ps in

excellent agreement with the experiment. The existence of the LZSM interference pattern

for both tunneling processes indicates that the spin-flip channel is as strong and as coherent

as the spin-conserving one. As a result, we deal with a hybrid spin-charge qubit spanned in

the basis of four spin-orbital states, with the position and the spin of the hole as orthogo-

nal degrees of freedom. This system differs from the electronic singlet-triplet hybrid qubit

demonstrated recently in silicon [60] in that here the tunneling of the hole from one dot to

another can be realized both without and with a spin flip, offering enhanced functionality

and control.

The relative shift of the two LZSM patterns can be tuned with the magnetic field. To

demonstrate this, in Fig. 4(a) we plot the PAT spectra at the microwave power of 5 dBm

as a function of the magnetic field, while panel (b) shows the result of simulation. With an

excellent agreement between the experiment and theory, we find two clear families of lines.

The field-independent (horizontal) features correspond to the spin-conserving transitions,

while the field-dependent traces denote the spin-flip resonances. The second family consists
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of lines with positive and negative slopes, corresponding to the two spin-flip transitions

possible when tunneling from the right to the left dot, i.e., (0, ↑)→ (↓, 0) and (0, ↓)→ (↑, 0).

Discrepancies between Fig. 4(a) and (b) at very low magnetic field are most likely due to the

aluminum accumulation gate. At low magnetic fields this gate becomes superconducting,

which results in a shift of the power level of microwaves delivered to the device, not accounted

for in the theoretical model.

Due to their specific magnetic field dependencies, the different families exhibit intersec-

tions (degeneracies) at critical values of the field and detuning. In Fig. 4 we indicate two

possible types of these intersections. The first one, denoted in panel (b) as (1), involves two

fringes, one positively and one negatively sloped in the magnetic field. The diagrammatic

description of this condition is shown in panel (c). Since the positions of both fringes are

field-dependent, they each correspond to spin-flip tunneling events, albeit at a different PAT

order (here, n = 0 and n = +1) [53]. The resonance condition connects the detuning, Zee-

man energy, and microwave frequency via ∆ε = EZ = hf/2. Under these conditions, the

two independent resonant tunneling channels are enabled simultaneously, and the resultant

tunnel current is a simple sum of the two contributions. This is why in Fig. 4(a) and (b) we

see a clear enhancement (a bright spot) compared to the visibility of the lines leading into

it.

The independence of the two channels makes it possible to invert an arbitrary hole spin

state via microwave induced tunneling from the right to the left dot. Indeed, let us prepare

the right-dot hole state in the form α|(0, ↑)〉 + β|(0, ↓)〉. At this resonance point, the state

is transferred (within the LZSM process) to the left-dot state β|(↑, 0)〉+ αeiφ|(↓, 0)〉, with a

possible phase factor φ dependent on the relative phase of the spin-flip and spin-conserving

processes. The transfer protocol requires that the effective tunneling elements of order n = 0

and n = 1 be equal. This can be achieved by controlling the microwave power. Indeed, in

the standard PAT treatment such equality is achieved for J0(V0/hf) = J1(V0/hf), where

Jn(x) is the Bessel function of the n-th order [53]. One of the infinitely many solutions

of this equation is V0 ≈ 1.45hf . Experimental evidence of this equality can be seen in

Fig. 3(a) and (c). In the upper (spin-flip) PAT structure, the n = 0 and n = 1 fringes

oscillate out of phase and are equally bright at the microwave power of about −5 dBm.

This protocol enables a complete, electrically-controlled hole spin flip, while the control over

the phase can be achieved by tuning the Rashba SOI [9]. In our LZSM study we apply a
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monochromatic microwave modulation, causing the hole to tunnel back and forth between

the dots. However, the hole could be transferred to the left dot in principle by employing

appropriate more complex pulse shaping techniques.

The second type of intersection is denoted by the condition (2) in Fig. 4(b), and is

visualized schematically in panel (d). At such three-fold intersections, spin-flip and spin-

conserving channels of different interference orders are simultaneously active. In this case,

∆ε = 0 and EZ = hf , resulting in coincidence of n = ±1 spin-flip and n = 0 spin-conserving

processes. The four channels depicted in the diagram (d) share common spinors and the

process can be seen as a closed loop. One realization of such a loop would begin with

placing a hole in the (0, ↓) state, from which it could be transferred by the first-order PAT

process onto the (↑, 0) state, then by the zero-order tunneling onto the (0, ↑) and then onto

the (↓, 0) state to end up back in (0, ↓). More than one such closed path is possible, e.g.,

(0, ↓)→ (↓, 0)→ (0, ↑)→ (↑, 0)→ (0, ↓).

In summary, we have applied LZSM interferometry to study the coherent tunneling of a

single hole between the dots of a gated lateral double-dot device. In a transport experiment

at zero magnetic field we reproduced the interference patterns recently observed in electronic

systems, both at high and low driving frequencies. At finite magnetic fields we demonstrated

the coexistence of two, equally strong and equally coherent tunneling channels - one spin-

conserving and one spin-flipping, the latter enabled by the strong SOI in the hole system.

The resulting formation and coincidence of different photon-assisted tunneling pathways was

studied in high-frequency LZSM interferometry. One such coincidence enables a complete

inversion (flip) of an arbitrary spin state of the hole as it tunnels between the dots. At the

other, more complex resonance point the hole quantum trajectory visits the spin up and

down orbitals of the left and right dots in a closed loop. These new features of this LZSM

interferometry suggest that novel functionalities can be achieved in a system with strong

spin-orbit interaction, opening the way for future experimental studies and applications.
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