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We study the phase diagram of a model quantum spin Hall system as a function of band inversion
and band-coupling strength, demonstrating that when band hybridization is weak, an interaction
induced nematic insulator state emerges over a wide range of band inversion. This property is a
consequence of the long-range Coulomb interaction, which favors interband phase coherence that is
weakly dependent on momentum and therefore frustrated by the single-particle Hamiltonian at the
band inversion point. For weak band hybridization, interactions convert the continuous gap closing
topological phase transition at inversion into a pair of continuous phase transitions bounding a
state with broken time-reversal and rotational symmetries. At intermediate band hybridization the
topological phase transition proceeds instead via a quantum anomalous Hall insulator state, whereas
at strong hybridization interactions play no role. We comment on the implications of our findings
for InAs/GaSb and HgTe/CdTe quantum spin Hall systems.

PACS numbers: 71.35.Lk, 73.21.Fg

Introduction:— The Quantum Spin Hall insulator
(QSHI) is a state of two-dimensional matter that sup-
ports gapless helical edge modes protected by time-
reversal symmetry[1–4]. Recent experiments in high
quality HgTe/CdTe[5–9] and type-II InAs/GaSb[10–14]
quantum wells (QWs) have demonstrated that phase
transitions between normal insulators and QSHIs can be
generated in QW systems by engineering a band cross-
ing between conduction and heavy-hole bands. In this
Letter we show that when band hybridization at finite
momenta is weak, electron-electron interactions can alter
the character of these transition by inserting an interme-
diate gapped electron nematic insulator state between
the normal insulator and QSHI states(NI/QSHI). Our
principle results are summarized in Fig. 1 in which we dis-
tinguish five phases, including a normal insulator with a
full valence band and an empty conduction band, a QSHI
with inverted bands at ~k = 0 and an avoided crossing gap
at finite momentum, a nematic insulator state in which
both rotational symmetry and time-reversal symmetry
are broken, an XY insulator, and a quantum anomalous
Hall insulator(QAHI). We explain why the nematic state
is made inevitable by the large energy difference between
s-wave and p-wave Wannier excitons in two-dimensions,
and by the tendency of dilute excitons with repulsive in-
teractions to condense[15–17].

Although our conclusions are quite general, the de-
tailed calculations described below employ a 4-band
Bernevig-Hughes-Zhang (BHZ) model[3, 4], which de-
scribes inversion between quantum well s and heavy-
hole states. We neglect bulk inversion asymme-
try(BIA) and structural inversion asymmetry(SIA) terms
in the band Hamiltonian because they are normally
small[18]. With this approximation the BHZ sepa-
rates into time-reversed diagonal blocks. In the basis
{|E1 ↑〉 , |H1 ↑〉 , |E1 ↓〉 , |H1 ↓〉}, the QW band Hamilto-

nian is

Ĥ =
∑
~k

ψ†~k

(
H0,↑ 0

0 H0,↓

)
ψ~k + ĤI , (1)

where the down spin single particle term is

H0,↓ =

(
~2k2

2me
+ Ec −Ak−

−Ak+ −~2k2

2mh
+ Ev

)
, (2)

k± = kx ± iky, A is the band hybridization strength,
and me(h) is the electron(hole) effective mass. Our
study is motivated by recent experimental[12, 19] and
theoretical[20, 21] work that has demonstrated that in-
teractions can play an essential role near NI/QSHI phase
transitions. The Coulombic electron-electron interaction
Hamiltonian is

ĤI =
1

2S

∑
σσ′,ss′

∑
~k,~k′,~q

V ss
′
(~q) a†

σs~k
a†
σ′s′~k′

aσ′s′~k′+~qaσs~k−~q

(3)
where S is the two dimensional system area, s(s′) = c
(conduction) or v (valence) and σ(σ′) =↑ or ↓ distin-

guish band and spin states, a†
σs~k

and aσs~k are creation

and annihilation operators, V cc(~q) = V vv(~q) = V (~q) =
2πe2/(εq), V cv(~q) = V vc(~q) = U(~q) = V (~q)e−qd, and d
is the spatial separation between conduction and valence
band layers. We are interested in the properties of this
interacting electron system as the band gap Eg = Ec−Ev
closes and changes sign.

When A vanishes, the model reduces to that of
the well-understood two-dimensional excitonic insulator
problem[22–30], which features a continuous phase tran-
sition between a trivial band insulator and a state that
is still insulating but populated by a condensate of exci-
tons with weakly repulsive interactions. The phase tran-
sition occurs not at Eg = 0, but at a positive Eg value



2

equal to the exciton binding energy. The characteristic
length scale of the excitonic insulator problem is the effec-
tive Bohr radius a∗B = ε~2/(me2), and the characteristic
energy scale is the effective Rydberg Ry∗ = e2/(2εa∗B).
(Here m = memh/(me + mh) is the excitonic reduced
mass.) We explain below how excitonic insulator physics
evolves with increasing A/(Ry∗a∗B) into a renormalized
version of a single-particle NI/QSHI phase-transition
physics, and why the crossover as A is varied involves
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FIG. 1: (Color online) Mean-field phase diagram of a model
quantum spin Hall insulator (QSHI) as a function of the band
inversion parameter Eg and the band hybridization parame-
ter A. The black diamond on the A = 0 axis separates a
normal insulator and an excitonic insulator (bold black), and
the blue diamond marks the first order Mott transition be-
tween an excitonic insulator and a metallic state (bold blue)
that occurs at large exciton density. The exciton conden-
sate(XC) state is characterized by spontaneous phase coher-
ence between conduction and valence bands, and therefore
exists only along the A = 0 line. The stability regions of
the five finite A states we have identified are distinguished
by color (blue for the QSHI, cyan for the quantum anomalous
Hall insulator(QAHI), orange for the time-reversal symmetry-
breaking(TRSB) nematic insulator, pink for the TRSB ne-
matic insulator state with an additional XY broken symme-
try, and red for the normal insulator state). Each state is
distinguished by its typical dressed band structure, and by
the presence or absence of edge states which is indicated using
schematic Hall bars. Solid lines indicate first order phase tran-
sitions and dashed lines indicate continuous phase transitions.
The gray dashed line is the path connecting the normal insu-
lator and QSHI state via the TRSB nematic insulator state
discussed in the main text and illustrated in Fig. 2, and the
gray circles correspond to every tenth point plotted in that
figure. The blue stars specify the phase diagram points at
which we illustrate quasiparticle band topological properties
in Fig. 3. The inset shows a schematic band diagram for the
AlSb/InAs/GaSb/AlSb QW system, to which the model cor-
responds most closely. The arrow along the horizontal axis
indicates the value of the dimensionless band hybridization
parameter for the case of adjacent InAs and GaSb layers.

a state with broken rotational and time-reversal sym-
metry. Some aspects of the physics are best illustrated
using a simplified two-band model, whose properties are
discussed in detail in the supplemental material.
Microscopic Mean-Field Theory:— We first describe

the results of a mean-field theory calculation that allows
for all possible broken symmetries that preserve transla-
tional invariance, and then discuss how neglected quan-
tum fluctuations might alter the resulting phase diagram.
The Hartree-Fock mean-field Hamiltonian for the BHZ
model is:

ĤMF =
∑
~k

ψ†~k
(H0 +HHartree +HFock)ψ~k (4)

where

HFock =


∆cc
↑↑(
~k) ∆cv

↑↑(
~k) ∆cc

↑↓(
~k) ∆cv

↑↓(
~k)

∆vc
↑↑(
~k) ∆vv

↑↑(
~k) ∆vc

↑↓(
~k) ∆vv

↑↓(
~k)

∆cc
↓↑(
~k) ∆cv

↓↑(
~k) ∆cc

↓↓(
~k) ∆cv

↓↓(
~k)

∆vc
↓↑(
~k) ∆vv

↓↑(
~k) ∆vc

↓↓(
~k) ∆vv

↓↓(
~k),

 , (5)

H0 +HHartree = ζ~ks0τ0 + ε~ks0τz +Akxszτx −Akys0τy,
(6)

and si and τi are respectively spin and electron-hole Pauli
matrices. In Eq. 6 ζ~k = ~2k2[1/(4me) − 1/(4mh)] ac-
counts for the mass difference between conduction and
valence bands, which plays a minor role and is dropped
below. The band-splitting term, ε~k = ~2k2/4m+Eg/2 +
2πe2nexd, includes an electrostatic Hartree contribution
which is linear in d. In Eq. 5

∆ss′

σσ′(~k) = − 1

S

∑
~k′

V ss
′
(~k − ~k′)ρss

′

σσ′(~k′), (7)

where the density matrix,

ρss
′

σσ′(~k) = 〈a†
σ′s′~k

aσs~k〉 − δss′δσσ′δσ=v, (8)

is defined relative to the fully filled valence band because
the bare bands are assumed to be those of the normal
insulator. The exciton density appearing in the Hartree
term is

nex =
1

S

∑
σ,~k

ρccσσ(~k). (9)

In much of the phase diagram Eq. 4 has multiple
metastable solutions. We select the mean-field ground
state by computing the total energy per area,

ε =
1

2S

∑
~k

Tr(ρ(~k) [H0(~k) +HMF (~k)]). (10)

The BHZ single-particle Hamiltonian H0 is isotropic
and has time-reversal symmetry. Its coupling between
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FIG. 2: (Color online) Time-reversal symmetry-breaking or-
der parameters Φ1 (black dots, left axis) and quasiparticle
gaps (red stars, right axis) along the gray dashed line in Fig. 1
which passes through the TRSB nematic insulator state. For
comparison, the blue squares show the quasiparticle gaps
in the time-reversal symmetry-preserving nematic insulator
state discussed in the main text, which has higher energy.

the s-wave conduction and p-wave valence bands van-
ishes at ~k = 0 because of an underlying microscopic
C4 rotational symmetry. It follows that rotational sym-
metry is broken when ∆cv

σσ′(~k = 0) 6= 0, allowing us

to identify ΦNσσ′ = Hcv
σσ′(~k = 0) as a, possibly spin-

dependent, nematic order parameter. Similarly since
s0τ0,s0τx,s0τz,sxτy,syτy, and szτy are time-reversal in-
variant, it follows that when time-reversal symmetry is
intact the quasiparticle Hamiltonian at wavevector ~k = 0
must satisfy Hss

↑↑ = Hss
↓↓, H

ss′

↑↑ = [Hss′

↓↓ ]∗, Hss′

σσ′ = −Hs′s
σσ′ ,

and Hss
σσ′ = 0, where s 6= s′ and σ 6= σ′. We can

define four corresponding order parameters that char-
acterize different ways in which the system can break
time-reversal symmetry: Φ1 = Hcv

↑↓(
~k = 0) + Hvc

↑↓(
~k =

0),Φ2 = Hcc
↑↑(
~k = 0) − Hcc

↓↓(
~k = 0),Φ3 = <(Hcv

↑↑)(
~k =

0) − <(Hcv
↓↓)(

~k = 0) + =(Hcv
↑↑(
~k = 0)) + =(Hcv

↓↓(
~k = 0)),

and Φ4 = Hcc
↑↓(
~k = 0).

Phase Diagram— The phase diagram in Fig. 1 was con-
structed by identifying the lowest energy solution of Eq.
4 over a range of A and Eg values[10, 12, 31], fixing other
model parameters at values appropriate for InAs/GaSb
QWs: electron-hole layer separation d = 0.3a∗B ∼ 100Å,
me = 0.023m0, mh = 0.4m0, and ε ∼ 15ε0[32, 33].
(a∗B ∼ 365Å and Ry∗ ∼ 1.3meV .) In InAs/GaSb sys-
tems, the energy gap Eg can be varied by changing
quantum well widths, and tuned in situ with external
gates[10, 12]. The band hybridization parameter A can
be varied by inserting AlSb barrier layers between the
InAs electron layer and the GaSb hole layer[31].

The blue diamond on the vertical axis (A = 0 line)
in Fig. 1 marks the point at which the band gap is re-
duced to the spatially indirect exciton binding energy.
The s-wave exciton condensate state[22, 30] which forms
at this point when A = 0 establishes spontaneous co-
herence between bands that is peaked at ~k = 0, is inde-

pendent of momentum orientation θk, and has an energy
that is invariant under independent spin-reorientations
in either layer. We find that at finite A the ground state
prefers that coherence be established between opposite
spins, and that the two-independent opposite-spin coher-
ence parameters Hcv

↑↓(
~k = 0) and Hvc

↑↓(
~k = 0) prefer to

have the same sign, breaking rotational and time-reversal
symmetry. This arrangement minimizes the frustration
between s-wave exciton condensation and single-particle
interband coupling that is proportional to exp(iθ~k) and
diagonal in spin. The occupied quasiparticles have
band/spin spinors of the form (u~k, v~ke

−iθ~k , u~ke
−iθ~k , v~k)T

allowing their projection onto a definite spin to have p-
wave interband coherence, while retaining opposite spin
coherence that is independent of θk. Interband coherence
at ~k = 0 breaks the BHZ model’s rotational symmetries.
In the simplified spinless two-band model (see supple-
mental material), the frustration between s-wave exci-
tons and p-wave contributions to the band Hamiltonian
is resolved in momentum space by moving the vortex in
Hcv away from ~k = 0. Adding the spin degree-of-freedom
enables a resolution of the frustration between interaction
and band terms in the Hamiltonian that is simpler and
more elegant than in the spinless case discussed in the
supplementary material.

We do find solutions of the mean-field equations with
Hcv
↑↓(
~k = 0) = −Hvc

↑↓(
~k = 0), preserving time-reversal

symmetry, but these always have higher total energy than
the time-reversal symmetry-breaking(TRSB) Φ1 6= 0 so-
lutions. TRSB states are energetically preferred be-
cause they provide a continuous phase transition path
between ordinary insulator states and QSHI states along
which the gap is not required to vanish [4, 21, 34]. The
quasiparticle Hamiltonian of the time-reversal symmetry-
preserving nematic state has the form ξ~ks0τz+Akxszτx−
Akys0τy + Xsyτy, where X is an exchange energy, and

therefore a gap 2
√
ξ2~k

+ (Aky −X)2 that vanishes when

ξ~k = 0 and Aky = X. These conditions are satisfied along
a line in phase space that cannot be avoided in transiting
between normal and QSHI states, as illustrated by the
gap closing phase transition(blue squares) in Fig. 2. On
the other hand, the TRSB state has a mean-field Hamil-
tonian of the form ξ~ks0τz +Akxszτx−Akys0τy +Xsxτx,

implying a gap, 2
√
ξ2~k

+ (Ak)2 +X2, that needs not to

vanish.

Fig. 1 identifies five distinct phases with different order
parameters and band topologies. In addition to the nor-
mal and QSHI phases of the bare bands, three interaction
induced phases appear all of which break time-reversal
symmetry. The TRSB nematic insulator has nonzero
values for ΦN and Φ1; the XY insulator has spontaneous
transverse spin-polarization in addition so that ΦN , Φ1,
and Φ4 are all non-zero; The QAHI state has a nonzero
value of order parameter Φ2, but is not nematic. Its pres-
ence close to the line along which the interaction renor-
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malized band gap vanishes is closely related to the heavily
studied instabilities of massless[35, 36] two-dimensional
Dirac models at strong interactions. (A/(Ry∗a∗B) =
2(e2/(~vε))−1 where v = A/~ is the band velocity at
ξ~k=0 = 0.) The normal insulator and the QSHI preserve
time-reversal and rotational symmetry, and differ only in
the sign of the renormalized band gap at ~k = 0.

At large values of A the NI/QSHI transition is not
altered by interactions. At intermediate values of A
the NI/QSHI transition proceeds via an intermediate
QAHI state that is separated from both NI and QSHI
states by first order phase transitions similar to recent
work[37] where a first order phase transition is found
in a treatment beyond static mean-field/Hartree-Fock.
The QAHI phase is characterized by a Uszτz mean-field
term and has a Φ2 TRSB order parameter. To charac-
terize the topological properties of the various different
phases we perform a continuum model version of a Wil-
son loop[38, 39] calculation for the two occupied bands.
We evaluate the non-Abelian 2 × 2 Berry connection
matrix Fm,ni,i+1 = 〈umi |uni+1〉 along square loops of differ-
ent perimeters surrounding the momentum space origin.
Then we construct a matrix D by finding the product of
all F s along the square path labeled by k, equal to half of
the square’s edge. These matrices have two eigenvalues
and phase angles θk. The change in the sum of the θk val-
ues between k = 0 and a finite value of k is[38, 39] equal
to the integral of the momentum space Berry curvature
over the enclosed area. Because band inversion occurs
only near k = 0, we can identify the topological proper-
ties of quasiparticle bands from these small k continuum
model calculations.

In Fig. 3 we plot typical θ profiles for TRSB nematic
insulator, QAHI, and QSHI phases. Fig. 3(a) shows that
the TRSB nematic insulator is topologically trivial, with
two winding number zero bands. The θk profiles of the
XY insulator, and normal insulator states (not shown)
are similar to those of the TRSB nematic insulator state.
Fig. 3(b) shows that the QAHI state is topologically non-
trivial with one band winding the cylinder once, corre-
sponding to total Chern number equal to 1. Similarly
Fig. 3(c) demonstrates the topological non-trivial Z2 = 1
behavior expected for a QSHI, with two band winding
the cylinder once in opposite directions. The topology
can be identified from these Chern number calculations
because up and down spin sectors are decoupled.

Discussion:— The BHZ model applies to HgTe/CdTe
and InAs/GaSb quantum well systems. In the former
case the electron and hole bands are strongly coupled be-
cause they both reside in HgTe. The dimensionless band-
coupling parameter A/(Ry∗a∗B) is therefore large[18] and
interactions are unimportant. The phase diagram in
Fig. 1 can be fully explored experimentally in InAs/GaSb
systems by inserting AlSb layers between the InAs and
GaSb to vary A. Indeed important progress has already
been achieved in recent studies of the no AlSb[12] and
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FIG. 3: (Color online) Phase angle θ profiles at the three dif-
ferent phase diagram points marked in Fig. 1. For the left
(TRSB nematic insulator) and right (QSHI) states the quasi-
particle bands are doubly degenerate. In the middle panel
(QAHI state) the blue and red dots distinguish the phase
angles of the two occupied bands. (a) is a TRSB nematic in-
sulator state with topologically trivial bands, (b) is a QAHI
with one nonzero Chern number band, (c) is a QSHI with two
opposite nonzero Chern number bands.

thick AlSb[31] (A = 0) limits. In the absence of AlSb,
it was shown[12] that the band gaps in the QSHI state
are larger than expected on the basis of single-particle
physics alone, as predicted by our mean-field calcula-
tions, and that they survive in-plane magnetic fields that
are expected to suppress single-particle contributions.
Qualitatively, in-plane magnetic fields have an effect simi-
lar to reducing A. The observation that the gap does not
vanish even as its single-particle support is removed is
consistent with our findings. Further work will be neces-
sary to determine whether or not the resulting state has
the broken time-reversal and rotational symmetry that
we expect in the small A limit.

It is important to recognize that mean-field theory can
err both quantitatively and qualitatively. For example,
the stability region of the QAHI state along the ξ~k=0 =
0 line is expected[35, 36] to be shifted toward stronger
interactions (smaller A) by quantum fluctuations, and
could potentially be preempted by the TRSB nematic
insulator state.

The presence of a QAHI state can be established ex-
perimentally by performing non-local transport measure-
ments, similar to those[5, 10] used to establish the QSHI
state to establish that edge states have chiral rather than
helical character. The appearance of an exciton conden-
sate state along the A = 0 line, where the physics is sim-
plified by binding of electrons and holes into bosonic ex-
citons, is certain but the density at which the Mott tran-
sition occurs[40–43] is difficult to estimate accurately.
Since it can be viewed as an exciton condensate that is
weakly perturbed by band hybridization, the appearance
of a TRSB nematic insulator state is also certain, but
its persistence in the upper left hand side of our phase
diagram (Fig. 1) where it competes with paramagnetic
metallic states is uncertain. The presence of a TRSB
nematic insulator state can be established by perform-
ing counter flow experiments[44] and by demonstrating
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the absence of edge states. (A similar nematic phase has
been proposed in the vicinity of quantum anomalous Hall
states[45, 46].) Very recent experimental studies[31] have
demonstrated that a gapped state, presumably the exci-
ton condensate, is still present at nexa

∗2
B ≈ 0.03. These

findings suggest that the full region of the phase diagram
in Fig. 1 is open to experimental study. Recently, a new
type of QSHI has been discovered experimentally[47, 48]

which is described by band models[49] that are distin-
guished from the BHZ model studied here mainly by large
anisotropies and also subject to interaction-induced bro-
ken symmetries.

This work was supported by the Department of En-
ergy, Office of Basic Energy Sciences under Contract No.
DE-FG02-ER45958 and by the Welch foundation under
Grant No. TBF1473.
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[5] M. König, S. Wiedmann, C. Brüne, A. Roth, H. Buhmann, L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang, Science 318,

766 (2007), http://science.sciencemag.org/content/318/5851/766.full.pdf .
[6] A. Kononov, S. V. Egorov, Z. D. Kvon, N. N. Mikhailov, S. A. Dvoretsky, and E. V. Deviatov, JETP Letters 101, 814

(2015).
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