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Abstract 

The crystal nucleation from liquid in most cases is too rare to be accessed within the limited 

timescales of the conventional molecular dynamics (MD) simulation. Here, we developed a 

“persistent embryo” method to facilitate crystal nucleation in MD simulations by preventing 

small crystal embryos from melting using external spring forces. We applied this method to the 

pure Ni case for a moderate undercooling where no nucleation can be observed in the 

conventional MD simulation, and obtained nucleation rate in good agreement with the 

experimental data. Moreover, the method is applied to simulate an even more sluggish event: the 

nucleation of the B2 phase in a strong glass-forming Cu-Zr alloy. The nucleation rate was found 

to be 8 orders of magnitude smaller than Ni at the same undercooling, which well explains the 

good glass formability of the alloy. Thus, our work opens a new avenue to study solidification 

under realistic experimental conditions via atomistic computer simulation. 
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Homogeneous crystal nucleation from an undercooled liquid is a fundamental process 

that plays an important role in numerous areas ranging from materials science to biophysics [1]. 

In the classical nucleation theory (CNT), the nucleation is described as a competition between 

the energy gain associated with the transformation of the bulk liquid into a crystal phase and the 

energy cost of creating a solid-liquid interface such that the change in the free energy associated 

with the formation of a nucleus containing N atoms can be presented as: 

 ∆ ∆ / / , (1) 

where  is the atomic density, ∆  0  is the chemical potential difference between the bulk 

solid and liquid,  0  is the solid-liquid interfacial free energy and  is a factor to account for 

the nucleus shape. As schematically shown in Fig. 1(a), this competition between the bulk and 

interface terms leads to a critical barrier ∆  where the nucleus reaches the critical size . The 

low probability of overcoming this free energy barrier makes it inefficient to sample nucleation 

events in conventional MD simulations [2]. To circumvent this difficulty, advanced sampling 

techniques such as umbrella sampling [3–5] and metadynamics [6] can be used. With the help of 

biased potentials, these techniques can in principle map out the free energy barrier for nucleation. 

However, they do not directly give the correct kinetics of the unbiased system; and thus other 

methods, such as kinetic Monte Carlo (KMC), have to be used to obtain necessary kinetic 

parameters for evaluating the nucleation rate [7], which significantly adds to the complexity of 

the problem. The critical nucleus size was also determined by embedding a large crystal cluster 

into the liquid and watching if the cluster grows or disappears [8]. Although this method can 

provide a fast estimation of the critical nucleus size [9–11], the initial equilibration process 

during which the cluster should melt, can lead to a considerable overestimation of the critical 

nucleus size [12]. Moreover, the artificially chosen initial cluster can lead to an unreal 
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description of the nucleus shape, such as the non-spherical nucleus shape in the Lennard-Jones 

system reviewed recently by Sosso et al. in Ref. [2]. 

 

FIG. 1. Using the persistent-embryo method to reach the critical nucleus. (a) The excess free 
energy (black) and spring constant (red) as a function of the crystalline cluster size .  is the 
number of atoms in the constrained embryo. The red curve shows that the strength of the spring 
constant decreases with the increasing cluster size. The spring is completely removed when the 
cluster size reaches the threshold value .  is the critical size. (b) A cross-section of the as-
grown crystalline cluster around embryo. The yellow atoms with spring icon are the persistent 
embryo. The red are the as-grown atoms, showing the crystalline packing. The gray are the liquid 
atoms. 
 

In the present study, we took advantage of the well-known fact that the dependence of  

on N has a convex shape (see Fig. 1a), which means that a large fraction of  must be 

overcome only to grow a small crystalline cluster (embryo). Thus, if the embryo can be kept 

from re-melting, it can reach the critical size even during a relatively short MD simulation. 

Therefore, we propose a persistent-embryo method to achieve this, in which external spring 

forces are applied to constrain the embryo from melting. First, we create a crystalline embryo 

with  atoms (  is much smaller than , which is then inserted into the liquid while a 

tunable harmonic potential is added to each atom in the embryo to effectively keep it from 
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melting. As the embryo grows, the harmonic potential is gradually weakened and is completely 

removed when the cluster size reaches a sub-critical threshold  : the spring constant 

corresponding to the harmonic potential is set as  if  and 0 

otherwise. If the nucleus melts the harmonic potential is gradually enforced. The strategy to 

adjust the spring constant to zero before reaching the critical nucleus size ensures the dynamics 

of the system is unbiased at the critical point, which is an advantage of this approach compared 

to others such as the lattice mold method [13]. A schematic of the simulation configuration is 

shown in Fig. 1(b). We emphasize since the springs are removed well before the nucleus reaches 

the critical size, the overall process simulates homogeneous nucleation. 

During the MD simulation, the NPT ensemble is applied with Nose-Hoover thermostats. 

The time step of the simulation is 1.0 fs. The sample size is set up to 32,000 atoms which is at 

least 10 times larger than the critical nucleus size. The Finnis-Sinclair (FS) potentials [14] were 

used for the investigation of Ni [15] and CuZr  [16] systems. These FS potentials were developed 

to accurately reproduce the melting point data and the liquid structure. The initial liquid is 

equilibrated for 1 ns. The embryo is inserted in the liquid by removing liquid atoms that are 

closer to the embryo atoms than 2.0 Å. All the simulations were performed using the GPU-

accelerated LAMMPS code [17–19]. To quickly identify the solid-like and liquid-like atoms 

during MD simulation, the widely-used bond-orientational order parameter [20,21] is employed 

by calculating ∑ ·  between two neighboring atoms based on the 

Steinhardt parameter ∑ , where  is the spherical harmonics 

and  is the number of nearest neighbors of atom . Two neighboring atoms i and j are 

considered to be connected when  exceeds a threshold. The threshold is carefully chosen 

based on Espinosa et al.’s “equal mislabeling” method [11], which gives the lowest probability 
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to mislabel the liquid and solid (see Supplemental Material [12] for details). The atoms with 6 

connected neighbors are recognized as solid-like. Then the cluster analysis  [22], which uses the 

crystalline bond length as the cutoff distance to choose neighbor atoms, is applied to measure the 

size of the solid cluster which formed around the initial embryo. 

 

FIG. 2. The persistent-embryo MD simulation of the crystal nucleation in the undercooled liquid 
Ni. (a) The nucleus size versus time of one Ni nucleation trajectory at 1480 K. The blue dashed 
line shows the atom number  in the persistent embryo. The green dashed line indicates the 
threshold to remove the spring and the red solid line indicates the critical size . Two inserts 
zoom in two plateaus at the critical size. (b) The critical size as a function of the temperature. (c) 
The upper panel shows the nucleus size versus time for the isoconfigurational ensemble with 30 
MD runs. Each color indicates an independent MD trajectory. The bottom panel shows the 
ensemble average of . The dashed line indicates the linear fitting to 
the first 5 ps to derive the attachment rate; (d) The nucleation rate as a function of the 
temperature for Ni. The simulation results are connected to guide the eye. The experimental data 
are from Ref.  [23] (▲) and Ref.  [24] (▼).  
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We first applied this method to the pure Ni case with a wide range of moderate 

undercooling. Under these conditions, experimental nucleation events occur on the time scale of 

seconds [23] and, hence, cannot be observed in the conventional MD simulation with the 

simulation time usually less than 1 microsecond. With the help of a persistent embryo, the long-

time fluctuation of the nucleation with nucleus smaller than the embryo is suppressed. The 

barrier to be overcome by the simulation is reduced so that the nucleation can be observed at the 

typical MD timescale. When the nucleus reaches the critical size, it has equal chance to dissolve 

or further grow. Thus, one should expect that the size of the nucleus will fluctuate about  

within an extended time, which will result in a plateau at the critical region on the  curve. 

This unique signal can help us to accurately measure  in our simulations. We, therefore, 

launched multiple independent MD runs (up to 50 runs) to collect such critical plateaus for 

statistical analysis. An example is shown in Fig. 2(a) (see more examples in Supplemental 

Material [12]). Although the length of the plateaus varies in different runs, their heights are 

almost identical. Thus, the critical size can be determined statistically by averaging over all the 

plateau heights. The obtained critical nucleus size as a function of temperature is shown in Fig. 

2(b). We note that as long as the  and  are chosen such that the fluctuating plateau can be 

observed within the typical MD timescale in the simulations, different choices of the embryo 

shape,  and  give a consistent measurement of the critical nucleus size (see Supplemental 

Material for details [12]). The fundamental reason that the persistent-embryo method allows an 

accurate measurement of the critical nucleus size is that one can observe the actual fluctuations 

of a critical nucleus in an unbiased environment, and perform extensive statistical analysis based 

on these fluctuations. This unique feature will be even more important for treating stoichiometric 

compounds with larger anisotropy of the interfacial properties [25]. 
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 In the CNT, the nucleation rate, , can be expressed as exp ∆ ⁄ , where  

is the Boltzmann constant, and  is a kinetic prefactor. ∆  is related to the driving force |∆ | 
and the critical size  as ∆ |∆ |  (see Supplemental Material [12]). Using the steady-

state model to derive the kinetic prefactor [1], we can express the nucleation rate as  

|∆ |  exp |∆ | , (2) 

where  is the attachment rate of a single atom to the critical nucleus and  is the 

liquid density. ∆  can be computed by integrating the Gibbs-Helmholtz equation from the 

undercooling temperature to the melting point [26].  Following the pioneering work by Auer and 

Frenkel [7], once the critical nucleus is available, the attachment rate can be measured with MD 

simulation as the effective diffusion constant for the change in critical nucleus size: 

|∆ | . Figure 2(c) shows the measurement of the attachment rate at the critical nucleus using 

an isoconfigurational ensemble [27]. 30 independent MD runs were performed starting from the 

same atomic configuration with a critical nucleus but with atomic momenta randomly assigned 

using the Maxwell distribution. As there are no constraints in the embryos anymore, the critical 

nucleus indeed melted in half of the MD runs and grew in the other half runs, which further 

validates the determination of the critical nucleus size.  

Figure 2(d) shows that the nucleation rate in pure Ni as a function of temperature. The 

nucleation rate computed with the persistent-embryo MD covers a wide undercooling range, 

which can be compared directly to the recent experimental measurements [23,24]. The results 

agree well with Bokeloh et al.’s experimental measurements from 1400 K to 1450 K, in which 

homogeneous nucleation was carefully probed [23]. Our results slightly deviate from Filipponi et 
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al.’s measurements [24] from 1360 K to 1380 K but these data could be affected by possible 

heterogeneous nucleation [24].  

Compared to the pure Ni case, it is a much more challenging task to simulate a nucleation 

in a glass-forming alloy, because the crystal nucleation can be bypassed even on the 

experimental timescale in such a system. Here, we employ the persistent-embryo method to 

simulate the B2 phase nucleation in the Cu50Zr50 alloy, which has attracted extensively attention 

as a strong binary glass former [28,29]. As shown in Fig. 3(a), we can still obtain the critical 

nucleus size by sampling plateaus on  curves collected in different MD runs. It is interesting 

to note that the plateau can sustain much longer time in CuZr than in Ni. This can be attributed to 

a much slower attachment/detachment rate, which was measured in isoconfigurational 

simulations shown in Fig. 3 (b).  

 

FIG. 3. The persistent-embryo MD for B2 nucleation in Cu50Zr50 undercooled liquid at 1097 K. 
(a) Nucleus size as a function of time. The insert shows the B2 critical nucleus. (b) 30 MD runs 
starting from the configuration with critical nucleus are performed. Each color indicates an 
independent MD trajectory. The dashed line shows the linear fitting of the ensemble average to 
derive the attachment rate. 
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The nucleation rate of the B2 phase from the Cu50Zr50 liquid alloy was found to be 8 

orders of magnitude smaller than the nucleation of the FCC phase in liquid Ni. This explains 

why the Cu50Zr50 liquid can bypass the crystal phase and be driven to the glassy state when 

cooled at a sufficient fast rate. In Table.1, we compare several factors that could affect the 

nucleation rates in liquid Ni and Cu50Zr50 alloy at the same undercooling ⁄ . 

The examination of this table shows that 6 orders of magnitude are caused by the higher free 

energy barrier and remaining 2 orders of magnitude result from the smaller attachment rate. The 

higher nucleation barrier of the B2 phase in the Cu50Zr50 alloy is associated with much larger 

energy penalty of forming the liquid/B2 interface comparing to that for the liquid/fcc interface in 

Ni (see Supplemental Material for details [12]). Note the diffusivities of Ni and Cu50Zr50 are 

quite similar. Thus, the attachment rate may be highly affected by the structure of solid-liquid 

interface as observed by Tang and Harrowell  [30].  

 

Table 1 The critical nucleus size ( ), free energy barrier contribution ( ∆ / ), attachment 

rate ( , prefactor ( ), nucleation rate ( ) and atomic diffusivity ( ) for the pure Ni and 

Cu50Zr50 liquid alloy at same undercooling . 

System T (K)   ∆ /     /  

Ni 1430 17% 623 1.0 10  7.6 10  2.8 10  2.9 10  2.0 10  

Cu50Zr50 1097 17% 495 9.8 10  2.5 10  8.3 10  81.3 
Cu: 9.8 10  

Zr: 7.2 10  

 

In summary, the proposed persistent-embryo method dramatically extends the ability of 

the MD simulation to explore the rare nucleation without the use of biasing forces near the 

critical point. The spontaneously formed critical nucleus, the critical size and the kinetic 
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prefactor can be measured so that the nucleation rate can be computed in the CNT framework. 

The study of the nucleation in pure Ni demonstrated a good agreement with available 

experimental data proofing the reliability of the preformed work. The investigation of the 

nucleation in the Cu50Zr50 liquid alloy revealed an extremely low nucleation rate which explains 

the high glass formability of this alloy. These successes demonstrate that our work opens a 

practical way to quantitatively estimate nucleation rates under realistic experimental conditions. 
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