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Quantum quenches and relaxation dynamics in the thermodynamic limit
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We implement numerical linked cluster expansions (NLCEs) to study dynamics of lattice systems
following quantum quenches, and focus on a hard-core boson model in one-dimensional lattices.
We find that, in the nonintegrable regime and within the accessible times, local observables exhibit
exponential relaxation. We determine the relaxation rate as one departs from the integrable point
and show that it scales quadratically with the strength of the integrability breaking perturbation.
We compare the NLCE results with those from exact diagonalization calculations on finite chains
with periodic boundary conditions, and show that NLCEs are far more accurate.
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While recent years have seen remarkable advances in
understanding when and why isolated quantum systems
thermalize after taken far from equilibrium [1–3], a fun-
damental open question is how observables approach
their thermal values, and how the equilibration process
is affected by approaching an integrable point (in which
thermalization does not occur) [4–10]. Research in this
field has been strongly motivated by experiments with ul-
tracold quantum gases, for which near-unitary dynamics
can be achieved for exceptionally long times [11–17].

Isolated quantum systems are usually taken far from
equilibrium using quantum quenches. This means that
the initial state (with density matrix ρ̂I) is a station-
ary state of an initial time-independent Hamiltonian ĤI ,
and then, at a time that we denote as τ = 0, ĤI is
suddenly changed to a time-independent Hamiltonian Ĥ
such that [Ĥ, ĤI ] 6= 0. The resulting unitary evolution

of the density matrix ρ̂(τ) = e−iĤτ ρ̂Ie
iĤτ generates a

non-trivial dynamics of observables Ô (we set ~ = 1),
whose expectation values are given by O(τ) = Tr[ρ̂(τ)Ô].
One says that an observable has equilibrated when it ex-
hibits small fluctuations about its infinite time average

Ō = limτ ′→∞
1
τ ′

∫ τ ′

0
O(τ)dτ , also known as the predic-

tion of the diagonal ensemble Ō = ODE ≡ Tr[ρ̂DEÔ],

where ρ̂DE = limτ ′→∞
1
τ ′

∫ τ ′

0
ρ̂(τ)dτ [18]. Thermalization

occurs when results from the diagonal ensemble and tra-
ditional statistical mechanics agree [1], and is generally
a consequence of eigenstate thermalization [18–20].

Theoretical studies of large many-body quantum sys-
tems far from equilibration are challenging because of
the complexity of quantum dynamics. Full exact diag-
onalization calculations provide access to the dynamics
at arbitrary long times, for arbitrary Hamiltonians and
initial states, but are restricted to small system sizes
[5, 17, 18, 21–23]. Techniques such as the time-dependent
density matrix renormalization group and related ap-
proaches [24] and dynamical mean field theory [25, 26]
can be used to study the thermodynamic limit but are
limited to the short-time dynamics, and to one and infi-
nite dimensions, respectively. Finally, for weak quenches,
Boltzmann and equations of motion techniques have been

used at short and intermediate times [9, 27, 28].
Here, we introduce numerical linked cluster expansions

(NLCEs) as a controllable nonperturbative technique to
study dynamics following quenches in lattice systems in
the thermodynamic limit. NLCEs can be used to study
dynamics of pure and mixed (thermal equilibrium) states
in arbitrary dimensions. They have been shown to be
a powerful tool to study quantum systems in thermal
equilibrium [29], entanglement entropy [30–32], diagonal
ensemble predictions after quantum quenches from initial
thermal [33] and pure [34–36] states, and for obtaining
steady-state results in driven dissipative systems [37].

NLCEs are based on the linked cluster theorem [38–
40], which states that an extensive quantity per site, O,
can be calculated as the sum of contributions from all
connected clusters that can be embedded on the lattice:

O =
∑
c

L(c)×WO(c), (1)

where L(c) is the number of ways per site that cluster c
can be embedded on the lattice, and WO(c) is the weight
of the observable in the cluster. WO(c) is computed us-
ing the expectation value of observable Ô in the cluster,
Oc = Tr[ρ̂cÔ] where ρ̂c is the density matrix of the clus-
ter (Oc is calculated using exact diagonalization), and
the inclusion exclusion principle:

WO(c) = Oc −
∑
s⊂c

WO(s), (2)

where the sum runs over all connected subclusters of c.
For the smallest cluster, WO(c) = Oc.

For thermal equilibrium calculations, ρ̂c =

e−(Ĥ
c−µN̂c)/T /Tr[e−(Ĥ

c−µN̂c)/T ] is the grand canonical
density matrix for the cluster, where Ĥc and N̂ c are the
Hamiltonian and the total number of particle operator in
the cluster, respectively (we assume that [Ĥc, N̂ c] = 0),
T is the temperature, and µ is the chemical potential
[29]. For diagonal ensemble calculations after quenches,
ρ̂c =

∑
nc(〈nc|ρ̂cI |nc〉)|nc〉〈nc| is the diagonal ensemble

density matrix for the cluster, where |nc〉 are the
eigenkets of the post-quench Hamiltonian in the cluster
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(we assume they are nondegenerate), and ρ̂cI is the initial
density matrix of the cluster [33]. (See Ref. [41] for a
pedagogical introduction to NLCEs, and Ref. [42] for a
detailed discussion of NLCEs for the diagonal ensemble.)

Here, we use NLCEs to study dynamics after quantum
quenches in which the initial state is a thermal equilib-
rium state of the initial Hamiltonian ĤI , i.e., the ini-
tial density matrix of each cluster c can be written as

ρ̂cI = e−(Ĥ
c
I−µIN̂

c)/TI/Tr[e−(Ĥ
c
I−µIN̂

c)/TI ], where TI and
µI are the initial temperature and chemical potential,
respectively. In order to compute expectation values of
observables with NLCEs at time τ , one needs to use the
density matrix of each cluster c at that time, ρ̂c(τ) =(
e−iĤ

cτ
)
ρ̂cI

(
eiĤ

cτ
)

, so that Oc(τ) = Tr[ρ̂c(τ)Ô]. Oc(τ)

is computed using exact diagonalization.
NLCEs for quantum dynamics of finite-temperature

initial states are much more computationally demanding
than NLCEs for the diagonal ensemble which, in turn,
are more computationally demanding than NLCEs for
thermal equilibrium calculations [33]. The reason is that
ρ̂c(τ) is a dense matrix even in the basis of the eigenstates
of the final Hamiltonian (in that basis, the density matri-
ces of the diagonal and thermal ensembles are diagonal),
and ρ̂c(τ) needs to be computed at each time of inter-
est (ρ̂c needs to be computed only once for diagonal and
thermal ensemble calculations). As for diagonal ensem-
ble calculations, a significant speed up can be gained if
one studies dynamics of simple initial pure states [35, 36].

We focus on the dynamics of hard-core bosons with
nearest (next-nearest) neighbor hoppings t (t′) and re-
pulsive interactions V (V ′) in one-dimensional lattices,
as described by the Hamiltonian

Ĥ =
∑
i

{
−t
(
b̂†i b̂i+1 + H.c.

)
+ V

(
n̂i −

1

2

)(
n̂i+1 −

1

2

)
− t′

(
b̂†i b̂i+2 + H.c.

)
+ V ′

(
n̂i −

1

2

)(
n̂i+2 −

1

2

)}
, (3)

where b̂†i (b̂i) is the hard-core boson creation (annihila-

tion) operator and n̂i = b̂†i b̂i is the number operator
at site i. For t, V 6= 0, this model is integrable when
t′ = V ′ = 0 and nonintegrable otherwise [43]. NLCE re-
sults for the diagonal ensemble after quantum quenches
within this model were reported in Ref. [33]. Because
of the presence of next-nearest neighbor hoppings and
interactions, there is freedom as to the class of clusters
that one can use in NLCE studies of this model. This
has been discussed Ref. [42], where the NLCE with max-
imally connected clusters, namely, clusters with contigu-
ous sites and all bonds present, was shown to be optimal
to study the diagonal ensemble after quantum quenches.
We use those clusters to study the time evolution. The
number of sites l of the largest maximally connected clus-
ter considered defines the order of the NLCE result for
observables, denoted here by Ol(τ).

We consider tI = 0.5, VI = 1.5, and t′I = V ′I = 0 for

ĤI . After the quench, t = V = 1 (setting the unit of
energy and time) and t′ = V ′ ∈ (0, 0.8). The initial tem-
perature is set to TI = 10 (qualitatively similar results
are obtained for other temperatures), and we consider
systems at half filling. The thermal density matrix ρ̂GE

used to prove thermalization following the quench is char-
acterized by a temperature T and a chemical potential µ,
which are set to match the energy, Tr[ρ̂GEĤ] = Tr[ρ̂IĤ],
and the number of particles, Tr[ρ̂GEN̂ ] = Tr[ρ̂IN̂ ], of the
initial state after the quench. Particle-hole symmetry in
ĤI and Ĥ means that µ = µI = 0 at half filling. All
calculations in the grand canonical ensemble are done
through the 19th order of the NLCE, for which all quan-
tities reported are converged within machine precision
and are indistinguishable from the exact diagonalization
ones in periodic chains with 20 sites [44].

We study the dynamics of two local observables:
(i) the total kinetic energy K(τ) = Tr[ρ̂(τ)K̂], where

K̂ =
∑
i−
(
b̂†i b̂i+1 + H.c

)
− t′

(
b̂†i b̂i+2 + H.c

)
, per site,

denoted as k(τ), and (ii) the nearest neighbor in-
teraction energy U1(τ) = Tr[ρ̂(τ)Û1], where Û1 =∑
i (n̂i − 1/2)

(
n̂i+1 − 1/2

)
, per site, denoted as u1(τ).

The calculations of the dynamics are carried out up to
the 19th order of the NLCE, and they are compared to
results from exact diagonalization on chains with up to
20 sites and periodic boundary conditions. For the times
and observables reported here, the NLCE calculation for
each quench takes about 1200 CPU hours, while the exact
diagonalization calculations take about 600 CPU hours,
in Intel Xeon E5-2680 processors.

In Fig. 1, we show results for the dynamics of k(τ)
(main panels) and of u1(τ) (insets) obtained using NLCE
and exact diagonalization of periodic chains. The results
for both observables are qualitatively similar. At short
times (τ . 1), they exhibit a rapid relaxation dynamics
present both at integrability and away from integrability,
which is captured accurately by the NLCE and exact di-
agonalization. At integrability, we find that NLCEs are
well converged at short and intermediate times, while
still equilibrating to the diagonal ensemble at long times.
In between, the NLCE results exhibit a large (localized
in time) oscillation that moves slowly toward later times
as the order of the expansion is increased. The ultimate
fate of this feature is not apparent from the results, but
it is likely to becomes less pronounced or disappear alto-
gether. We note that the difference between the grand-
canonical and the diagonal ensemble results at integra-
bility is not due to lack of convergence of the NLCE, but
because the system does not thermalize [33]. The differ-
ence between the NLCE and exact diagonalization results
for the diagonal ensemble indicates the magnitude of the
finite size effects in the latter. It shows that finite-size
effects are large in the scale of the difference between
the diagonal and the grand-canonical ensembles within
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FIG. 1. Dynamics of the kinetic energy per site k(τ) (main
panels) and of the nearest neighbor interaction energy per
site u1(τ) (insets) following quantum quenches in which: (a)
t′ = V ′ = 0, (b) t′ = V ′ = 0.1, (c) t′ = V ′ = 0.4, and (d) t′ =
V ′ = 0.8, after the quench. Results are shown for the 18th
and 19th orders of the NLCE, and for periodic chains with 19
and 20 sites from exact diagonalization. The horizontal lines
depict the 19th order result of the NLCE for the diagonal
(DE) and grand-canonical (GE) ensembles, and for the DE
results from exact diagonalization in chains with 20 sites.

NLCE, which is due to lack of thermalization.
For t′ = V ′ > 0, at intermediate and long times,

the observables in the NLCE calculations can be seen
to approach the diagonal ensemble predictions exponen-
tially fast (see also Fig. 3). A similar behavior can be
seen in the exact diagonalization calculations. However,
while the NLCE results for the diagonal ensemble be-
come nearly indistinguishable from the grand-canonical
ensemble as t′ = V ′ increase, this does not happen in
the exact diagonalization calculations. Hence, since ther-
malization is expected away from integrability (and seen
within NLCE), the disagreement between the NLCE and
exact diagonalization results for dynamics at intermedi-
ate and long times are essentially the result of large finite-
size effects in the exact diagonalization calculations.

Next, we discuss the convergence of NLCE with in-
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FIG. 2. Normalized difference ∆l[k(τ)], see Eq. (4), as a func-
tion of l at four times (τ = 2, 10, 50, and 100) for: (a)
t′ = V ′ = 0, (b) t′ = V ′ = 0.1, (c) t′ = V ′ = 0.4, and (d)
t′ = V ′ = 0.8.

creasing the order of the expansion, and with increasing
the value of t′ = V ′. On the latter, it is already apparent
in Fig. 1 that the convergence of NLCE improves as one
moves away from integrability. This because the results
for the 18th and 19th order for the dynamics become in-
distinguishable from each other, and from the thermal
prediction at long times. We focus on the kinetic energy
per-site (qualitatively and quantitatively similar results
were obtained for the other local observables studied).
Given the large finite-size effects observed in exact diag-
onalization, we do not discuss its convergence here.

To check the convergence of NLCE for k(τ), we calcu-
late the normalized difference ∆l[k(τ)] between the result
at order l and the highest order available to us (l = 19)

∆l[k(τ)] =

∣∣∣∣kl(τ)− k19(τ)

k19(τ)

∣∣∣∣ . (4)

In Fig. 2, we plot ∆l[k(τ)] vs l at four times and for four
values of t′ = V ′. At the shortest time (τ = 2), ∆l[k(2)]
can be seen to decrease very rapidly (faster than expo-
nential) with increasing l. For the other times depicted
(τ = 10, 50, and 100), the behavior of ∆l[k(τ)] vs l is con-
sistent with an exponential decay. Comparing Figs. 2(a)
and 2(b) with Figs. 2(c) and 2(d) at the highest order
of the NLCE for those times, one can see that ∆l[k(τ)]
is about an order of magnitude larger at the integrable
point (t′ = V ′ = 0) and close to it (t′ = V ′ = 0.1) than
far away from integrability (t′ = V ′ = 0.4 and 0.8). This
is similar to findings in Refs. [33, 42] for the convergence
of diagonal ensemble calculations. It can be understood
as the lack of eigenstate thermalization results in a slower



4

10
-2

10
-1

δ
l D

E
[k

(τ
 )

]
t’=V’=0.4, NLCE

18

t’=V’=0.6, NLCE
18

t’=V’=0.8, NLCE
18

0 20 40 60 80 100
τ

10
-2

10
-1

10
0

δ
l D

E
[u

1
(τ

 )
]

t’=V’=0.4, NLCE
19

t’=V’=0.6, NLCE
19

t’=V’=0.8, NLCE
19

0.4 0.5 0.6 0.7 0.8
t’=V’

0.05

0.1

0.15

R
at

e

NLCE
18

NLCE
19

0.205 t’
2.005

0.4 0.5 0.6 0.7 0.8
t’=V’

0.05

0.1

0.15

R
at

e

NLCE
18

NLCE
19

0.205 t’
1.989

exp fit

(a)

(b)

FIG. 3. (Main panels) δDE
l [k(τ)] (a) and δDE

l [u1(τ)] (b) [see
Eq. (5)] as a function of τ for l = 18 (open symbols) and
l = 19 (filled symbols), and for t′ = V ′ = 0.4, 0.6, and 0.8.
The straight lines depict exponential fits to the l = 19 results,
from which we extract the relaxation rate for every value of
t′ = V ′. (Insets) Relaxation rates, obtained from fits as those
depicted in the main panels, for l = 18 and l = 19. The
dashed lines depict fits to a t′α for 0.4 ≤ t′ = V ′ ≤ 0.7, with
a and α reported in the labels of the curves.

convergence for integrable points (there is a large disper-
sion of eigenstate expectation values of observables in
close-by eigenstates), and the closer the system is to in-
tegrability the larger the cluster sizes required for the
system to “realize” that it is nonintegrable (the matrix
elements of the integrability breaking perturbation need
to become larger than the energy difference between the
coupled integrable eigenstates).

Having clarified how the NLCE behaves with increas-
ing the order of the expansion for the observables of in-
terest, we focus in what follows on the relaxation of those
observables toward the diagonal ensemble results. In the
main panels of Fig. 3, we plot δDE

l [O(τ)], defined as

δDE
l [O(τ)] =

∣∣∣∣Ol(τ)−ODE
l

ODE
l

∣∣∣∣ , (5)

for the kinetic energy per site k(τ) [Fig. 3(a)] and for
the interaction energy per site u1(τ) [Fig. 3(b)]. We re-
port results for t′ = V ′ = 0.4, 0.6, and 0.8, for l = 18

and l = 19. First, we note that the results for l = 18
and l = 19 (for both observables) are very close to each
other for the values of t′ = V ′ reported (this is less so
for smaller values of t′ = V ′, because of the slower con-
vergence close to integrability discussed in the context of
Fig. 2). Second, one can see a regime in time in which
δDE
l [O(τ)] decays exponentially. In the plots, we report

fits to exponentials that make those regimes more ap-
parent. From fits like these, we extract the relaxation
rates reported in the insets for l = 18 and l = 19. Re-
laxation rates are only reported for 0.4 ≤ t′ = V ′ ≤ 0.8
because identifying the exponential decay becomes chal-
lenging for t′ = V ′ . 0.4, and for t′ = V ′ & 0.8 the decay
is so fast that the window in time in which one can fit an
exponential becomes very small.

The insets in Fig. 3 show that the results for the re-
laxation rates are very close for l = 18 and l = 19, so
that convergence errors appear to be small. More impor-
tantly, in agreement with analytic arguments for weakly
interacting models [9, 27], we find that the relaxation rate
scales with the square of the magnitude of the integra-
bility breaking term (see fits in the insets in Fig. 3). The
same scaling was found for the other initial temperatures
studied, so this behavior is robust and NLCEs allow one
to compute the prefactor accurately in the thermody-
namic limit. This is in contrast to exact diagonalization
calculations, which suffer from strong finite size effects.

In summary, we introduced NLCEs as a controllable
nonperturbative technique to study dynamics following
quantum quenches in lattice systems in the thermody-
namic limit. NLCEs can be used in arbitrary dimensions,
and in this work we focused on a one-dimensional sys-
tem with nearest and next-nearest neighbor couplings,
and on initial thermal equilibrium states. Our NLCE
results for different orders exhibit a behavior that is con-
sistent with an exponential convergence independently
of the time chosen. We used NLCEs to compute the re-
laxation rates of two local observables, finding that they
scale with the square of the magnitude of the integrability
breaking terms. We should stress that, in contrast to re-
cent theoretical works that studied relaxation rates close
to a noninteracting limit [9, 27], our integrable limit is
strongly correlated. Our finding of a quadratic scaling of
the relaxation rate with the strength of the integrability
breaking perturbation in a strongly interacting system,
together with a similar finding in a recent experiment
with a strongly interacting dipolar gas [17], hints that
this behavior is universal close to integrability.

Note added: We have become aware of a concurrent
implementation of NLCEs to study quantum dynamics
[45].

This work was supported by the U.S. Office of Naval
Research, Grant No. N00014-14-1-0540. The computa-
tions were carried out at the Institute for CyberScience
at Penn State.
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