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This work presents a novel approach to study electron transport in warm dense matter. It also
includes the first X-ray Thomson Scattering (XRTS) measurement from low-density CH foams com-
pressed by a strong laser-driven shock at the OMEGA laser facility. The XRTS measurement was
combined with VISAR and optical pyrometry (SOP) providing a robust measurement of thermody-
namic conditions in the shock. Evidence of significant preheat contributing to elevated temperatures
reaching 17.5− 35 eV in shocked CH foam was measured by XRTS. These measurements were com-
plemented by abnormally high shock velocities observed by VISAR and early emission seen by SOP.
These results were compared to radiation hydrodynamics simulations that include first-principles
treatment of nonlocal electron transport in WDM with excellent agreement. Additional simulations
confirmed that the X-ray contribution to this preheat is negligible.

PACS numbers: 62.50.-p, 64.30.-t, 61.20.-p, 52.27.Gr

The thermodynamic properties and dynamic behavior
of materials at extreme conditions of high energy density
(HED) states are relevant to many astrophysical objects
[1] and Inertial Confinement Fusion (ICF) [2]. A partic-
ularly problematic state is Warm Dense Matter (WDM)
defined by moderately high temperatures of 0.1–100 eV,
solid densities, and pressures above 1 Mbar. Under such
conditions, ions are strongly correlated and the electron
population is partially or fully degenerate making the
theoretical description of WDM very challenging. Thus
robust measurements of the equation of state (EOS),
structure and transport properties of WDM are crucial
to the understanding of many processes in the forma-
tion and structure of astrophysical objects such as Jovian
planets or white dwarfs as well as the dynamics of the ICF
implosions [3, 4]. Heat and radiative transport through
various layers influences the layer structure and convec-
tion of astrophysical objects, and electrical conductivity
strongly affects magnetic fields generated by planetary
core dynamos [5]. Alternative fusion schemes such as fast
ignition rely on heating of fusion targets by energy depo-
sition of electrons [6, 7]. Preheat of target components
due to X-rays and energetic particles in laser-driven HED
systems is a well-known problem causing changes in ini-
tial conditions and multiple hydrodynamic instabilities in
EOS and ICF experiments [9, 10]. Specifically electron
transport in dense laser-heated plasmas holds the key to
understanding many fundamental questions [11].

Despite great challenges, much progress has been made
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in the theoretical description of structure, EOS as well
as transport properties of WDM [12, 13]. Examples of
remarkable work include ab initio quantum molecular dy-
namics (QMD) simulations obtaining thermal conductiv-
ity of warm dense hydrogen [14], resistivity saturation in
warm dense Al [15], and charged particle stopping pow-
ers, and transport has been described both by using pure
theory as well as with molecular dynamics (MD) simula-
tions [16, 17]. The concept of nonlocal electron transport
modeling in hydrodynamic simulations was first intro-
duced to compute the delocalization strategy of the clas-
sical diffusion approach [18]. This model had a great
impact and led to a consequent improvement of the hy-
drodynamic simulations in experimental data prediction.
It was not until much later that the first attempt to in-
clude a real nonlocal transport model retaining on a first-
principles approach based on kinetics came and addressed
the necessity of using the proper physics [19].

In this article we present our recent work where we uti-
lize a platform previously developed for direct measure-
ments of temperature and shock velocity in order to study
nonlocal electron transport in WDM [20]. The analysis
of our data showed that the stronger drive used in this
experiment caused nonlocal electrons to preheat the CH
sample. A detailed theoretical study confirmed that this
effect leads to observed shock velocities and temperatures
well above those expected without preheat. In past years,
there have been some experiments measuring the trans-
port properties of electrons in dense plasmas [24] and
radiation transport in standard materials [25, 26], how-
ever no full characterization including complete measure-
ment of plasma conditions with in situ measurements
of transport coefficients has been achieved to date. A
newly established diagnostic technique of X-ray Thomson
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FIG. 1: A schematic of the targets. The driven target sits
inside the larger Au cone and consists of a plastic ablator,
Au radiation shield, Al pusher and C8H8 foam. The XRTS
target also includes a second smaller cone containing Ni back-
lighter and Ta slit used to collimate the X-rays. Laser beams
illuminate the ablator from inside of each cone. The VISAR
target is identical, but has no backlighter and includes a four
steps on the back side of the foam. Additional Ta shielding
was used to restrict the view of VISAR and XRTS.

Scattering (XRTS) opens a novel path towards studying
structure and transport properties in WDM [27]. XRTS
is capable of obtaining information about temperature,
density, ionization state as well as microscopic properties
of dense plasmas. If combined with other diagnostics
such as velocity interferometry (VISAR), streaked opti-
cal pyrometry (SOP) or radiography, it can then provide
a comprehensive measurement of thermodynamic prop-
erties of WDM [20, 28].

The experiment was carried out at the OMEGA laser
facility at the University of Rochester [30]. The WDM
conditions were created by a single shock driven by laser
ablation from the surface of the target. Fifteen of the
laser beams were overlapped to give a ∼7×1014 W/cm2

square drive with 2 ns duration. The drive beams were
frequency-tripled to give λ=351 nm output and their spa-
tial profile was smoothed with distributed phase plates
[31]. The targets were planar layered structures consist-
ing of 25 µm plastic (CH) ablator, 2–3 µm Au coating
used to shield X-ray radiation created at the critical sur-
face of the laser-plasma interaction, 70 µm Al pusher and
300 µm of C8H8 polystyrene foam. The density of the
foam, measured by soft X-ray transmission at 5.4 keV
(Cr K-α source), was found to be 137.27±3.48 mg/cm3

[32]. The polystyrene foam was made with the Hipe pro-
cess and the pore sizes were measured with a scanning
electron microscope (SEM) obtaining the average pore
diameter of 1.26 µm. The schematics of the target lay-
outs are shown in Fig. 1.

The thermodynamic conditions in the shockwave trav-
eling through the C8H8 foam were studied with a num-

FIG. 2: X-ray scattering data from shocked C8H8 polystyrene
foam. The best fit conditions were Te = 26 ± 3 eV, ne =
8.43×1022 cm−3 and Z ∼ 2.4. The error bars were estimated
from a χ2 fit (inserted image).

ber of diagnostics developed for the platform includ-
ing VISAR, SOP and XRTS [20]. The XRTS and
VISAR/SOP measurements were carried separately due
to geometrical constraints, but the laser drive was kept
the same in both cases and the platform has shown good
shot-to-shot reproducibility. The shock velocity was mea-
sured by a two interferometer VISAR system operating
at 532 nm by detecting shock breakout timing across four
40 µm steps manufactured on the back side of the foam on
VISAR targets [33]. Supporting measurements of shock
breakout timing were obtained from direct emission ob-
served by the SOP system [34]. The average shock veloc-
ities at the time of break out were found to be 57.8±3.8
km/s, 64.0±4.9 km/s and 67.5±5.0 km/s respectively for
different shots. These shock velocities were rapidly de-
caying with significant slowing of the shockwaves. SOP
observed early emission that came ∼ 1 ns before the
VISAR signal confirming the presence of preheat in the
foam.

The temperature was obtained from analytical fits to
the broadening of the inelastic Compton feature in the
XRTS spectra in the non-collective geometry [27]. The
X-ray probe used for XRTS was He-α line emission at 7.8
keV generated by ten 1 ns backlighter beams with inten-
sity of 2–3×1015 W/cm2 focused onto 5 µm thick Ni foil
[35]. The X-rays were then collimated by a 200 µm diam-
eter Ta slit placed 500 µm away from the studied carbon
sample, defining the scattering angle at 95◦ ± 5◦. The
scattering signal was detected by spatially and spectrally
resolved Imaging X-ray Thomson Spectrometer (IXTS)
which utilizes a toroidally curved Ge (220) crystal cou-
pled with a deep-depletion CCD camera [36]. The XRS
code was used to compute analytical fits to the scattering
spectra [37–39].

The XRS fits were calculated using measured source
spectrum and varied input conditions including the elec-
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TABLE I: Summary of XRTS results.

Shot no. - lineout XRTS delay Temperature (Te) Z

80375 5.5 ns 17.5 ± 2.5 eV 2.5
80373 (lower) 6.0 ns 24.5 ± 4.5 eV 2.2
80373 (upper) 6.0 ns 27.0 ± 2.5 eV 2.9
80377 (lower) 6.0 ns 23.0 ± 3.0 eV 2.8
80377 (middle) 6.0 ns 25.5 ± 2.5 eV 2.8
80377 (upper) 6.0 ns 26.0 ± 3.0 eV 2.4
80376 6.5 ns 35.0 ± 5.0 eV 2.2

tron temperature Te, density ne and ionization state Z
and compared with experimental data as shown in Fig.
2. The temperature in each sample was obtained from
the best fit to the data and the error bars were estimated
using χ2 fitting and matched to one standard deviation
of the noise in the Compton peak, see insert in Fig. 2.
Some XRTS spectra had some contamination by direct
emission from blow off Ni plasma, which was possible to
be reduced from the data thanks to the spatial resolution
of the IXTS instrument. In the case of shots 80373 and
80377 multiple lineouts could be retrieved from the data
that corresponded to slightly different times during the
shock wave evolution, i.e. upper lineout corresponds to
an later time. A clear trend is seen in the data, the shock
temperature increases with time. The XRTS results are
summarized in Table 1.

The experimental results were first compared to EOS
tables including SESAME 7593 [40] and FPEOS [41] in
Hugoniot calculations confirming that CH temperatures
in the range of 20–30 eV would require higher shock ve-
locities. We tested this with simulations carried out by
the high-energy density code Cassio developed at LANL
combining the Radiation adaptive grid Eulerian (RAGE)
code [42] coupled with an implicit Monte Carlo treat-
ment [43]. For these calculations, we used a 72 en-
ergy group structure, using Rosseland binning for the
SESAME opacities [44]. Although the plastic ablator re-
gion heats up beyond 100 eV, the simulations show that
no X-rays leak through to the foam target and there is
no significant X-ray preheat. No explicit treatment of
electron transport is included in the code. With no pre-
heat included the shock velocities and temperatures in
the simulation are lower than observed in the experi-
ment. By introducing an artificial preheat of 1–10 eV
(assuming the electrons stream through the target, heat-
ing uniformly), the simulation results better match the
higher temperatures, but never reproduce the observed
shock velocities. The effect of possible preheat was fur-
ther studied by using spectral simulations. First, the
radiation emission of CH pusher during the laser irradia-
tion (T = 2 keV, ρ = 7×10−3 g/cm3, L = 750 µm) in the
range 0.1−10 keV was modeled by using the Flychk code
and this radiation was multiplied by the transmission of
Au and Al layers [45, 46]. It was found that a flux of
only 19 J/cm3 was absorbed in the foam. Another pos-

FIG. 3: Hydrodynamic simulation of a laser driven shock with
the PETE code. The position of the propagating shock can be
seen, where the shock velocities corresponding to the break-
out times at the three steps on the rear side of the target are
shown. The preheat due to nonlocal electrons can be observed
and the corresponding thermodynamic conditions are in ex-
cellent agreement with the elevated temperature measured by
XRTS.

sible source of preheat is the heated Au radiation shield
(T = 35 eV, ρ = 1.7 g/cm3, L = 30 µm). This was eval-
uated by a similar approach and it was found that < 110
J/cm3 would be absorbed in the foam.

In order to study the contribution of the nonlocal
electron transport to the observed preheat we used
the Plasma Euler and Transport Equations Hydro code
(PETE), which is a Lagrangian fluid model [21]. In
PETE, the plasma fluid (ions) is modeled by Euler equa-
tions, while the population of free electrons relies on
the first-principles based kinetic model represented by
the Bhatnagar-Gross-Krook (BGK) transport equation
[22]. Such a treatment allows us to describe the nonlo-
cal transport of electrons with respect to their mean free
path (mfp), before being thermalized within the plasma
fluid, thus providing the transport of energy. The re-
sults of the Omega shockwave simulations in 1D planar
geometry are shown in Fig. 3. The propagating shock
in the foam layer can be recognized by a set of arrows,
which point to the sequence of positions of three steps
manufactured on the back side of the target and show
a very good agreement between simulated and experi-
mentally measured shock velocities and the strong decay
in time. This is a natural consequence of the nonlocal
BGK electron transport, which leads to a higher tem-
perature when the shock propagates. We were unable to
reproduce this behavior with the classical heat conduc-
tion model [23]. In every time step, the foam shockwave
exhibits finite preheat. Its maximum thickness can be
seen at the position z = 250 µm in Fig. 3. Physically
relevant conditions for such a preheat to occur are high
temperature or, more precisely, a sufficiently high Knud-
sen number Kn = mfp/L, where L is the temperature
length scale. If we compare the jump along the shock of
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FIG. 4: The shock propagating in the foam layer can be seen
in the hydrodynamic simulation profiles of density ρ, electron
temperature Te, and pressure p corresponding to the time of
XRTS measurement in Fig. 3. The preheat zone is highlighted
in the inset further accompanied by the profile of electron
energy flux density qH . Since the Knudsen number Kn within
the highlighted zone reaches a high value 0.1 (diffusive limit
0.001), the nonlocal electron transport becomes significant
(qH ∼ u(E + p)), thus forming the preheat.

the electron energy flux density qh to the hydrodynamic
energy flux density u(E + p), where u is fluid velocity, E
total energy density of plasma, and p total pressure, we
find that ∆qh = −0.16 ∆u(E+p), which confirms the im-
portance of the nonlocal transport in the shock dynam-
ics. It also qualitatively describes that we are in an off-
Hugoniot regime. We have performed the Hugoniot jump
condition analysis and the simulated shock velocity is in
excellent agreement in every moment of the shock propa-
gation. Corresponding plasma quantities are pictured in
Fig. 4, where the inset corresponds to the XRTS region
highlighted in Fig. 3 and the simulated thermodynamic
conditions are again in a very good agreement with ex-

perimental data shown in Fig. 2 and Table 1. The highly
localized increase in qH along the shock clarifies that
the nonlocal electrons originate from a thin post-shock
layer and are thermalized within the finite preheat region.
The effect of a consequent heating gives the absorbed flux
2.7 × 106 J/cm3, which surpasses the calculated heating
effect of X-rays by several orders of magnitude.

In conclusion, this experiment demonstrated the first
measurement of nonlocal transport of electrons through
WDM causing significant preheat in the target. Direct
measurements of temperature and shock velocity by in-
dependent diagnostics including XRTS, VISAR and SOP
were matched with the results from PETE simulations
that include the first-principles based BGK model pro-
viding the nonlocal transport of free electrons. According
to these simulations, the nonlocal electron transport al-
lows additional transport of energy apart from the hydro-
dynamic shock resulting in increased temperature, pres-
sure, and consequently, higher shock velocity. Additional
simulations including the Flychk and Cassio codes con-
firmed that the X-ray contribution to this preheat is neg-
ligible compared to the heating effect due to nonlocal
electrons.

These findings enable bench-marking of electron con-
duction models in conditions relevant to ICF, such as
those employed in the modeling of experiments per-
formed at the National Ignition Facility (NIF), and con-
vection phenomena in white dwarfs [47].
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