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CaFezO4 is an anisotropic S = 3 antiferromagnet with two competing A (11/)) and B (141])
magnetic order parameters separated by static antiphase boundaries at low temperatures. Neutron
diffraction and bulk susceptibility measurements, show that the spins near these boundaries are
weakly correlated and a carry an uncompensated ferromagnetic moment that can be tuned with a
magnetic field. Spectroscopic measurements find these spins are bound with excitation energies less
than the bulk magnetic spin-waves and resemble the spectra from isolated spin-clusters. Localized
bound orphaned spins separate the two competing magnetic order parameters in CaFe2O4.

Coupling different order parameters often results in
new states near the boundary separating them. [1-3] This
has been exploited in a variety of fields to engineer un-
usual properties including in the area of photonics. [4, 5]
An example also occurs in the vortex state of supercon-
ductors where vortices host bound electronic states that
differ from the bulk parent metal. [6-9] Fermionic states
that exist near boundaries can also be topologically pro-
tected [10] resulting in low-energy modes that are ro-
bust owing to a symmetry of the underlying Hamilto-
nian. Examples of such states occur near solitons in poly-
acetylene [11-14]. However, analogous boundaries and
states in magnets, particularly antiferromagnets, have
been difficult to identify owing to the absence of a net
magnetization, fast dynamics, and the different statistics
obeyed by bosonic magnons.[15-23] Here we investigate
edge states in the classical and anisotropic antiferromag-
netic CaFeoO4 near the boundary between two compet-
ing magnetic order parameters.

CaFe;O4 is a S’zg antiferromagnet with an or-
thorhombic space group (#62 Pnma, a=9.230 A,
b=3.017 A, ¢=10.689 A). [24-28] The magnetic structure
consists of two competing spin arrangements, termed the
A and B phases (denoted as (11J4.) (TJ1)) respectively),
which are distinguished by their c-axis stacking of fer-
romagnetic b-axis stripes. [29] Neutron inelastic scatter-
ing has found that the magnetic exchange coupling in
CaFeqQy4 is predominately two dimensional with strong

coupling along a and b compared to that along c. Neu-
tron diffraction has found that the two A (11]J) and B
(1J1)) magnetic phases both exist at low temperatures in
single crystals and are separated by antiphase boundaries
that are confining and result in a countable heirarchy of
discrete magnetic excitations. [30]

The A (17))) and B (141]) magnetic structures are
illustrated in Fig. 1 (a) and (b) with the magnetic mo-
ments aligned along the b axis (antiparallel arrangements
denoted as red and blue). Two possible antiphase bound-
aries along the c-axis are also illustrated. In panel (a),
the boundary separates two high temperature B (/1))
phase structures and locally has the magnetic structure
of the low temperature A phase (11]J) and also carries
a net ferromagnetic moment. A similar situation is pre-
sented in panel (b) for the low temperature A phase. The
momentum broadened rod of diffuse scattering character-
izing these boundaries is reproduced in panel (c). [30]

High resolution neutron spectroscopy (Fig. 1 d which
plots the static fraction « as a function of temperature)
finds these boundaries are predominately static on the
GHz timescale below ~ 100 K. The freezing of the bound-
aries occurs below the onset of B phase (1)) order mea-
sured by the (102) magnetic Bragg peak and also higher
then the onset of A phase (11]J) order probed through
measurements of (101). The relaxational timescale mea-
sured with spin echo is displayed in panel (e) where the
dashed line is a plot of 7 = exp(U/kpT) with U fixed
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FIG. 1. (a) Illustrates the magnetic B phase (1)1])) of CaFe2O4 showing an antiphase boundary where locally (within the
highlighted box) the magnetic structure is the A phase (11]J). Note that this antiphase boundary carries a net ferromagnetic
moment. (b) the same is illustrated for the low temperature A-phase where locally the magnetic structure is the B phase. (c)
illustrates the diffuse scattering cross section characterizing antiphase boundaries. (d — e) show results of a spin echo analysis
plotting the fraction of static (on the ~ GHz timescale) boundaries and the decay time. The magnetic order parameters of the
A and B phases extracted from neutron diffraction are also plotted. The dashed line is discussed in the main text.

at the bulk magnetic anisotropy gap of 5 meV measured
with neutron spectroscopy. [30] The data is consistent
with antiphase boundaries relaxing with an energy fixed
by the bulk spin anisotropy.

The presence of static boundaries separating A and B
order parameters brings the possibility of magnetic states
that have different properties from the bulk, termed or-
phan spins. [31-33] We apply neutron diffraction and in-
elastic scattering to identify and characterize these states.
Further experimental details are provided in the supple-
mentary information.

We first investigate the static structure of the an-
tiphase boundaries using the DNS polarized diffractome-
ter applying an XY Z polarization geometry. Fig. 2 il-
lustrates the background corrected magnetic scattering
originating from Fe?t moments pointing along Y and Z
(with Z vertical and parallel to the crystallographic b
axis and Y in the horizontal (HOL) scattering plane and
perpendicular to @). Panels (a — d) plot the magnetic
intensity at 100 K and 50 K displaying two components
- momentum resolution limited Bragg peaks at the inte-
gral (H,0,L) positions, corresponding to the long-range
bulk structure, and a component which is broadened
along the (1, 0, L) direction originating from short range
spin correlations associated with the antiphase bound-
aries. The intensity contours illustrate that while most of
the low-temperature magnetic scattering originates from
spins aligned parallel to the b-axis (Z direction), there is
a measurable momentum broadened fraction of the in-
tensity originating from moments perpendicular to this
direction along Y. Panel (e) plots the temperature evolu-
tion of the two components divided by the total magnetic

intensity from the X direction showing a significant frac-
tion of spins jam perpendicular to the crystallographic
b-axis while the Fe3* moments reorient from B (1]1])
phase to A (11)J) phase order on cooling. The polarized
results illustrate that there is a gradual change in the
spin direction across the domain wall reminiscent of a
“Bloch” wall instead of a fully discontinuous 180° “Neel”
type boundary.

We now investigate whether these boundaries are tun-
able with an applied magnetic field. [34] Magnetization
loops at 120 K and 5 K in Fig. 3 (@) find an uncompen-
sated remanent moment when the field is applied along
b. Panels (b, ¢) illustrated the temperature and magnetic
field dependence of the elastic diffuse scattering (RITA2
with unpolarized neutrons) at Q=(-1, 0, 1.4) and (-1, 0,
1.65) under different applied field conditions and repre-
sentative (HOL) maps are displayed in panels (d— f). The
peak in intensity at ~ 200 K (panels b,c) is associated
with critical scattering of the high temperature B phase
ordering (panels d — f). A minimum in the temperature
dependent intensity (panels b, c) is seen at ~ 150 K be-
fore rod like scattering along L characteristic of static
antiphase boundaries forms (panel (d) at 75 K). Panels
(b, ¢) show that the intensity is hysteretic in temperature
with a peak forming at ~ 100 K on warming analogous to
localized structures in disordered materials (for example
ferroelectric K;_,Li, TaO3 [35]).

Fig. 3 (b) and (c) also display the temperature depen-
dence of this diffuse scattering cross section in the case
of differing field conditions. When cooling takes place in
a 11 T field parallel to the b axis (panel b), the diffuse
scattering is enhanced in comparison to the zero field
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FIG. 2. Polarized (magnetic) diffuse scattering where X is
parallel to @, Y iperpendicular and within the (HOL) plane,
and Z along b. Panels (a) and (c¢) show the magnetic scatter-
ing originating from spins aligned along the crystallographic
b axis at 100 and 50 K. (b) and (d) show the same but for
the spins oriented perpendicular to b. (e) plots the fraction of
intensity originating from spins aligned along Y and Z. The
total is shown to be in agreement of 1, required from sum
rules for polarized neutron scattering.

cooled (ZFC) temperature sweep. No field dependence
in this enhancement was observed for uoH greater than
1 T and the effect was observed to freeze in for cooling
below ~ 150 K. Panel (c) illustrates that this enhance-
ment is largely reduced when the field is perpendicular
to the b axis as shown using a horizontal magnetic field
of 6.5 T. The comparatively small changes with the field
perpendicular to the b axis is consistent with the rela-
tively small number of spins jammed perpendicular to b
discussed above in the context of Fig. 2. Due to kine-
matic constraints associated with the horizontal magnet,
an Er=3.5 meV was used providing different intensity
ratios for the diffuse scattering measured at ~ 200 K in
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FIG. 3. (a) Magnetization loops at 120 K and 5 K illus-

trating a remanent magnetization in CaFe2Ou4. (b) plots the

temperature dependence at Cj:(-l7 0, 1.4). Zero field cooled
(ZFCQC), zero field warmed (ZFW), and 11 T field cooled data
were taken with the field || b (vertical) axis. (c) illustrates

the same cooling sequences at Cj:(-l7 0, 1.65) with the field
aligned perpendicular to the b-axis and in the (HOL) scatter-
ing plane. (d — f) plots the diffuse scattering cross section
in zero field at 75 K, 150 K, and 190 K. Further details on
the experimental configuration and zero field susceptibility
are given in the supplementary information.

comparison to base temperature owing to differing energy
resolutions and spectrometer configurations. Therefore,
cooling with the field aligned along the direction of dom-
inant bulk staggered magnetization (crystallographic b
axis) results in an enhancement of diffuse scattering in-
dicative of a larger density of antiphase boundaries. Ori-
enting the field perpendicular does not result in any such
enhancement.

The response of the diffuse scattering to an applied
magnetic field that tracks the dominant orientation in-
dicates that these boundaries have a b-axis uncompen-
sated, ferromagnetic, moment. While this conclusion is
drawn from the finite-@Q) response, magnetization (panel
a, @ = 0 probe) corroborates the presence of a localized
ferromagnetic moment and further data presented in the
supplementary information show the momentum depen-
dence is indeed peaked at Q=0. One such real-space sce-
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FIG. 4. (a) displays a constant-Q scan showing the presence
of an in-gap mode at low temperatures fit to a harmonic oscil-
lator lineshape. (b) illustrates a constant energy slice showing
that the intensity is elongated along L. (¢ — f) displays high
resolution scans taken on OSIRIS showing the gapped excita-
tion and the response to 3 and 7 T applied along the crystal-
lographic b-axis. The solid line in (d) is a fit to underdamped
harmonic oscillators with positions fixed to be the calculated
dimer (solid arrow) and trimer (dashed arrows) positions. The
fit in (f) is to a single damped harmonic oscillator.

nario for this to occur is illustrated in Fig. 1 (a) which
schematically plots an antiphase boundary in the high
temperature B phase. Locally, the orphaned spins in the
boundary have the structure of the low temperature A
phase and also carry a net ferromagnetic moment which
originates in the field dependence presented in Fig. 3.
This local ferromagnetism occurs even though the mag-
netic structure is globally antiferromagnetic.

We now apply spectroscopy to study the energy spec-
tra associated with these antiphase boundaries. Mag-
netic boundary, or edge, states have been predicted in
low dimensional magnets [36] and superconductors [37]
and experimentally observed in insulating and disordered
quantum magnets [38-42]. Motivated by the possibility
of novel states near these boundaries, we apply neutron
spectroscopy in Fig. 4 by searching for bound magnetic

excitations within the anisotropy induced gap of ~ 5
meV. Fig. 4 (a) illustrates a constant momentum scan
(RITA2) showing a peak at 0.9 meV. The peak is signif-
icantly broader than resolution (solid horizontal line of
0.25 meV) with a full width in energy of 2I'=0.72 £+ 0.15
meV and approximately an order of magnitude weaker
in intensity than the bulk dispersive spins waves. Panel
(b) plots a constant energy slice indicating strong cor-
relations along the a axis and weak correlations along
¢ mimicking the elastic magnetic diffuse scattering cross
section (Fig. 1 ¢). Figure 4 panel (¢) shows an energy
slice using high resolution neutron spectroscopy from the
OSIRIS backscattering spectrometer. The mode at 0.9
meV, while broader than resolution, displays no momen-
tum dispersion and hence no on-site molecular field, in-
dicative of isolated or orphan spins states.

The energy scale of 0.9 meV can be reconciled if we
consider a simple edge state consisting of isolated clus-
ters. Such clusters consist of S = g Fe3* spins coupled
with an exchange constant along the crystallographic ¢
axis with an interaction Hamiltonian of H = J, Zij S’;S_’;
(where i,j is summed over the cluster). [43, 44] The
simplest state would consist of an isolated dimer with
a singlet jerp=0 ground state and higher energy lev-
els of jerr=1,2,3,4,5. The energy scale to excite such
a dimer from the ground state to an excited state is = J,
which has been estimated to be 0.94 £0.19 meV based
on high energy spectroscopy of the bulk magnetic dis-
persion discussed previously. [30] This is in agreement
with the peak position in Fig. 4 (a). However, Fig.
4 (c) also displays a continuum of excitations that ex-
tend from E=0.9 meV to higher energies which can be
understood in terms of larger clusters such as trimers
which would display discrete excitations at further en-
ergies. The energy spectrum for the above Hamiltonian
based on a trimer would display lowest excitation ener-
gies of 1.5, 2.5, and 3.5.J;. [45] The solid line in panel
(d) is a fit to the OSIRIS data to a series of lifetime
shortened excitations fixed at the dimer excitation level
and the two lowest energy trimer levels with the inten-
sity reflecting the probability of such states. From this
fit to dimer and trimers, an estimate of J.=0.78 + 0.17
meV which is in agreement with the value obtained from
fitting the dispersive band excitations.

Fig. 4 (e) and (f) illustrate the response of these
cluster states to an applied magnetic field showing that
applied fields of 3 and 7 T along the crystallographic b
axis are sufficient to smear the lowest energy state in en-
ergy. These results are consistent with Zeeman splitting
of lifetime shortened multiplets originating from cluster
excitations. The fit in panel (f) is to a single energy
broadened relaxational mode. The results of this analy-
sis shows that the exchange constant derived from higher
energy bulk spin wave measurements and the localized
excitations from the “in-gap” states can be consistently
understood by the presence of clusters of spins located



near the antiphase boundaries. The energy scale of these
cluster states is low enough to be tuned with a field.

The magnetic bound states display weak dynamic cor-
relation lengths along ¢, while much longer length scales
along a, therefore mimicking the planar antiphase bound-
aries found in diffraction and differing from the spin-
waves onset at much higher energies. The lack of a mea-
surable on-site molecular field evidenced from the mo-
mentum dependence indicates that these orphaned spins
are decoupled from the A and B magnetic order param-
eters. These orphaned states exist at the boundary be-
tween the two order parameters allowing them to coexist
in CaFeoO4 at low temperatures. Such states have been
proposed as a means of stabilizing spin liquid states in
honeycomb lattices [46] and may exist in triangular mag-
nets with much smaller exchange interactions resulting in
strong low-energy fluctuations. [47-49]. Orphaned spins
maybe a means of decoupling differing magnetic orders
when a number of different order parameters exist with
similar energy scales.

In summary, we have shown the presence of ferromag-
netic edge states in CaFeoO4 originating from antiphase
boundaries separating competing magnetic order param-
eters. Spectroscopic evidence points to these edge states
consisting of clusters of orphaned spins.
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