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Abstract 

Colloidal particles with short-ranged attractions, e.g., micron-scale spheres functionalized with single-

stranded DNA oligomers, are susceptible to becoming trapped in disordered configurations even when a 

crystalline arrangement is the ground state. Moreover, for reasons that are not well understood, seemingly 

minor variations in the particle formulation can lead to dramatic changes in the crystallization outcome. 

We demonstrate, using a combination of equilibrium and non-equilibrium computer simulations, that 

interaction heterogeneity—variations in the energetic interactions among different particle pairs in the 

population—may favorably impact crystal nucleation. Specifically, interaction heterogeneity is found to 

lower the free energy barrier to nucleation via the formation of clusters comprised preferentially of 

strong-binding particle pairs. Moreover, gelation is inhibited by ‘spreading out over time’ the nucleation 

process, resulting in a reduced density of stable nuclei, allowing each to grow unhindered and larger. Our 

results suggest a simple and robust approach for enhancing colloidal crystallization near the ‘sticky 

sphere’ limit, and support the notion that differing extents of interaction heterogeneity arising from 

various particle functionalization protocols may contribute to the otherwise unexplained variations in 

crystallization outcomes reported in the literature.  

 

 

PACS: 64.60.-i, 64.60.Q-, 64.70.-p, 64.75.Xc 

Keywords: Crystallization, Aggregation, Clustering, Nucleation, Self-assembly 

 
 

                                                 
1 Corresponding author: talid@seas.upenn.edu, Tel: (215) 898-2511 



 
2

The use of short, synthetic DNA strands grafted onto the surfaces of particles to drive them to 

assemble into crystalline structures is being actively investigated as a paradigm for ‘programmable’ self-

assembly [1-4]. DNA-mediated assembly has now been demonstrated widely in experiment with both 

nanoparticles [1, 5-7] and colloidal microspheres [8-14]. These efforts have been supported by accurate 

simulations [15-18], which have identified various thermodynamic [19-21] and kinetic [22-28] 

bottlenecks. The predictions of simulations notwithstanding, experimental progress, particularly for 

micron-scale colloidal crystallization, has been hampered by several factors. First, for reasons that are still 

not fully understood, some of the earlier chemical protocols used to graft DNA oligomers resulted in 

particles that formed disordered aggregates rather than crystals [29-31]. This was resolved with the 

introduction of the swelling/deswelling grafting technique for polystyrene particles [32] in 2005, leading 

to the first demonstrations of reversibly-bound colloidal crystals [8]; recently, grafting approaches have 

been successfully demonstrated for other types of particles [33]. Nonetheless, numerous constraints must 

be navigated carefully to obtain kinetically facile and high quality crystal growth. For example, while a 

particular binding energy between two microspheres may be achieved in a number of ways—by varying 

the DNA hybridization free energy, the temperature, and/or the DNA grafting density—in practice, good 

crystals only form for some combinations of these parameters. Generally, low grafting densities of DNA 

oligomers lead to slower binding kinetics [29, 34] and larger density fluctuations, or ‘patchiness’, on a 

particle’s surface, possibly creating obstacles to annealing by particle rolling and sliding [35]. Perhaps 

most crucially, crystallization of micron-scale particles via short-ranged interactions is known to be 

inherently difficult, requiring a narrow range of inter-particle binding strengths—too weak and the 

nucleation rate of crystallites is slow or fails to occur altogether, too strong and the system can become 

trapped by system-wide gelation into a metastable, disordered state [13, 24, 36, 37]. This latter pathway to 

disorder is universal to systems with short-ranged interactions, and acts additionally to (and is distinct 

from) those arising from specific particle preparation peculiarities that may inhibit local relaxation 
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processes. For ensembles of DNA-functionalized particles, the width of the crystallization window may 

be especially narrow due to the multivalent nature of DNA-mediated attractions [16, 30, 38-41] and 

several approaches for engineering the window for DNA-mediated crystallization have been proposed, 

including temperature cycling [26], introducing mobile DNA strands on particle surfaces [42, 43], and 

alterations of the DNA bridge architecture to modify the phase behavior [10, 14, 39, 44]. 

Here, we propose a previously unexplored mechanism—interaction heterogeneity—for enhancing 

the crystallization window, which may also contribute to the currently unexplained variability in 

experimental observations of crystallization of DNA-grafted microspheres (and other types of sticky-

sphere colloids). In the context of DNA-functionalized particles, the heterogeneity described in the 

present paper refers to variability in the grafted DNA oligonucleotide density across the particle 

population, and is distinct from single-particle heterogeneity in the spatial distribution of strands on one 

particle. We show that this type of heterogeneity, which produces a distribution of interaction strengths 

among pairs of particles, leads to increased crystallization robustness by (1) lowering the mean binding 

energy needed for crystallization, and (2) widening the crystallization window. This is unexpected given 

that heterogeneity is conventionally regarded as being detrimental to crystallization [45]. Unfortunately, 

quantitative experimental measurements of DNA-mediated interaction heterogeneity are scarce: Casey 

[46] has reported that one DNA-colloid formulation approach that led to crystallization also possessed a 

wide dispersion in the DNA density (standard deviation ~15%) among individual particles, while Dreyfus 

et al. [47] estimated an interaction heterogeneity <10%, although no corresponding crystallization studies 

were performed.  

We consider a single-component system of 1 micron-diameter spherical particles that interact via 

a validated coarse-grained pair potential function [16]. Inter-particle interaction heterogeneity was 

modeled by randomly assigning each particle, i , a binding multiplier, ib , where the value of ib  is 

generated from a Gaussian distribution with unit mean and standard deviation p. The binding multiplier 



 
4

thus encodes the DNA density on a given particle and the interaction potential energy between two 

particles, i and j, is given by 

 ( ) ( )ij i j DNAU r b b U r= ,  (1) 

where ( )DNAU r  represents the mean DNA potential energy as a function of inter-particle separation.    

Nucleation free energy profiles for crystallites were computed using umbrella sampling 

Metropolis Monte Carlo (MMC) simulations [48]. These simulations were initiated by placing a spherical 

random hexagonally close-packed (rhcp) crystallite (the ground state configuration) of a desired size in an 

equilibrated colloidal fluid (2000 particles at volume fraction 10%). All particles were assigned b values 

drawn randomly from the Gaussian binding distribution. A bias potential of the form 

 2( )
2B T
kU n n= − ,   (2) 

was added to the interaction potential, where n  is the size of the rhcp crystallite computed according to 

Ref. [49], Tn  is the target crystallite size, and k (0.125 kBT for all simulations) is the bias strength. 

Umbrella sampling simulations were executed by generating sequences of 1000 MMC sweeps over all 

particles using the usual Metropolis criterion to accept or reject each particle displacement attempt [50]. 

Binding factor exchanges between random pairs of particles also were attempted, on average, once every 

sweep over displacement moves. Each 1000-sweep sequence was then accepted or rejected with an 

additional Metropolis test based on the change in the bias potential, BUΔ . A simulation was terminated—

typically after ~106 sweeps—once the average crystallite size, Bn , was converged to less than 1% 

variation over sequential, non-overlapping intervals of 105 sweeps. 

Direct non-equilibrium simulations of crystallite nucleation and growth also were carried out with 

NVT-ensemble MMC; MMC was employed to simplify the implementation of heterogeneous interactions 
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between particles. In each of these simulations, a periodic system of 2000 particles at a volume fraction of 

10% was first equilibrated in the fluid phase by artificially lowering the interaction strength. The 

interaction strength and heterogeneity were then increased to the desired levels and the system allowed to 

evolve until crystallization was observed, or the simulation terminated. Direct growth simulations were 

performed only using small displacement moves (max. move size ~ 0.04 μm corresponding to a target 

move acceptance probability of 40-50%), i.e., bias-free and without binding factor exchanges. The 

appropriate use of small-displacement move MMC for non-equilibrium simulations has been discussed in 

detail in previous work [22, 51], where the equivalence of BD and MMC for generating overdamped 

Langevin dynamics trajectories has been demonstrated. A series of control simulations for a 

homogeneous interaction system were performed to ensure (1) that changing the acceptance criterion (and 

therefore the maximum particle displacement) did not alter the evolution of the cluster distribution, and 

(2) that the MMC results were in quantitative agreement with reference Brownian dynamics simulations. 

The equilibrium nucleation free energy barriers, maxGΔ , for several average binding energies, 

3.0 4.0Uβ≤ ≤ , as a function of interaction heterogeneity, p, are shown in Fig. 1. The quantity Uβ   

here refers to the average value of the maximum attractive energy (scaled by kBT), or ‘potential well-

depth’, between a pair of particles. The free energy barriers represent peaks of the nucleation free energy 

curves across a range of crystallite sizes—see inset of Fig. 1. The impact of interaction heterogeneity on 

the nucleation barrier is profound, particularly for weak average binding. For 3.2Uβ =  (blue), the 

addition of just 10% heterogeneity (p = 0.10) reduces the barrier from 75 kBT to ~15 kBT. For a slightly 

weaker binding energy, 3.0Uβ = , the barrier for the heterogeneity-free system is effectively infinite 

because the fluid phase is the ground state—again, for p = 0.10, the barrier drops to ~20 kBT. For typical 

diffusion coefficients exhibited by micron-scale particles in water (~0.5 μm2/s), these results imply that a 
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uniform system with 3.0 3.2Uβ≤ ≤  would not be expected to exhibit any crystallization, while the 

heterogeneous ones would crystallize rapidly in minutes to hours.  

                             

Figure 1: Interaction heterogeneity reduces nucleation barrier height and critical nucleus size: purple – 

3.0Uβ = , blue – 3.2Uβ = , green – 3.4Uβ = , orange – 3.8Uβ = , red – 4.0Uβ = . Inset: 

free energy profiles as a function of cluster size for 3.2Uβ = : circles – p = 0, squares – p = 0.05, 

diamonds – p = 0.10. 

 

The impact of heterogeneity may be understood qualitatively by particle fractionation: the subset 

of the most strongly interacting particles reduce the overall nucleation barrier by assembling into nuclei 

that are more stable than ones formed from ‘average’ particles. Shown in Fig. 2(a) are spherically-

averaged distributions of normalized binding energies, for three different combinations of average 

binding energy and heterogeneity, as a function of distance from the center-of-mass of equilibrium 
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clusters. Corresponding configuration snapshots are shown in Figs. 2(b-d). In each case, crystallites 

exhibit a core region of particles with strongly enhanced binding (approx. 1.5-2 standard deviations above 

the mean binding energy) and a transition region corresponding to the outermost one or two particle shells 

across which the average binding strength decreases gradually towards the background fluid value.  

While mechanistically informative, equilibrium calculations do not properly reflect experimental 

conditions, which are intrinsically non-equilibrium. Most importantly, the finite growth rate of a 

crystallite places a limitation on the length scale over which the crystallite can sample and recruit particles 

by diffusion. By contrast, equilibrium conditions assume that a growing crystal nucleus may incorporate 

particles from anywhere in the entire domain, no matter how large it may be—resulting in an artificial 

finite system size effect. These differences may be understood more quantitatively by considering a 

growth timescale, gτ , for adding a monolayer of particles to a growing crystallite, and a diffusion 

timescale, 2 /d dL Dτ = , where dL  is the capture radius for particles. The maximum capture radius is then 

given by the condition ~d gτ τ , or ( )1/2
~d gL Dτ . Thus, for finite crystallite growth rate, dL  is the 

length scale beyond which system size becomes irrelevant. The further away from equilibrium the system 

is driven, the faster crystallite growth becomes and the smaller the capture radius, reducing the impact of 

heterogeneity. 
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Figure 2: (a) Radial fractionation of particle binding strengths in crystallites: blue – 3.0Uβ = , p = 

0.39, red – 3.4Uβ = , p = 0.25, and black – 5.5Uβ = , p = 0.05. The vertical dashed lines 

approximately denote the cluster-fluid interface location. (b-d) Snapshots of mid-plane slices through the 

corresponding simulation domains (in order of decreasing heterogeneity) showing enhanced binders in the 

crystallites located at the center. Green color is the mean value (b = 1), red is highest (b = 1.5), blue is 

lowest (b = 0.67).  

 The impact of finite growth rate is demonstrated in Fig. 3, which shows the radial distribution of 

normalized binding energies in clusters that were spontaneously nucleated at the same three conditions in 

Fig. 2. As expected, the non-equilibrium fractionation effect is substantially weaker than the 

corresponding equilibrium situation because of capture zone limitations. At low average binding energy 

(corresponding to low growth rate) and high heterogeneity (blue, 3.0Uβ = , p = 0.39), the maximum 
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binding energy enhancement, about one standard deviation above the mean or 40%, is located 

immediately at the center of crystallites and rapidly decreases away from the center to about 10%. Similar 

behavior is observed for the medium binding energy and heterogeneity case (red, 3.4Uβ = , p = 0.25). 

For high binding energy and low heterogeneity (black, 5.4Uβ = , p = 0.05), essentially no binding 

enhancement is observed—crystallites grow so rapidly that they incorporate whatever particles are 

nearby. The insets in Fig. 3 show examples of mid-plane slices through corresponding crystallites.  

                             

Figure 3: Radial fractionation of binding strengths in clusters nucleated and grown spontaneously under 

non-equilibrium conditions: blue – 3.0Uβ = , p = 0.39, red – 3.4Uβ = , p = 0.25, and black – 

5.5Uβ = , p = 0.05. Insets: mid-plane slices through crystallites showing binding strength distribution; 

green color is the mean value (b = 1), red is highest (b = 1.5), blue is lowest (b = 0.67). 
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The preceding results indicate that nucleation rates of colloidal crystals are generally accelerated 

by interaction heterogeneity, to an extent that depends on how fast crystallites are growing relative to 

particle diffusion. While interesting, this effect is not obviously of practical relevance to colloidal 

crystallization—the nucleation rate may be readily controlled by the average binding energy in a 

homogeneous system. But additional analysis reveals that interaction heterogeneity also plays a more 

subtle role—it inhibits the system-wide gelation process described by Lu et al. [37]. To assess the impact 

of heterogeneity on gelation, a large number of direct, non-equilibrium crystallization simulations at 

various combinations of interaction heterogeneity and average binding strength were performed. Samples 

of particle configurations after about 106 MMC sweeps (after which the system evolution slows 

dramatically) are shown in Fig. 4. The top row exhibits configurations that result without interaction 

heterogeneity across a binding energy interval, 4.8 5.8Uβ≤ ≤ , in which the system transitions 

sensitively from exhibiting no nucleation, to showing a few isolated, highly crystalline clusters, to 

gelation in which a connected network of elongated, disorganized clusters is formed across the entire 

domain, reminiscent of the gelled states observed by Lu et al. [37]. The remarkable impact of 

heterogeneity is demonstrated in the bottom row, which shows configurations with p = 0.15 over an 

equally wide average binding energy interval, 3.6 4.6Uβ≤ ≤ . Here, the relevant binding energy is 

shifted to lower mean values, and much more significantly, the configurations now reflect a gradual 

increase in the nucleation rate, exhibiting largely isolated crystallites across the binding energy interval. 
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Figure 4: Interaction heterogeneity widens the crystallization window. Final configurations (see text) as a 

function of interaction strength for p = 0 [top row, Uβ =  4.8 (a), 5.2 (b), and 5.8 (c)] and p = 0.15 

[bottom row, Uβ =  3.6 (d), 4.0 (e), and 4.6 (f)]. Particle color represents binding strength: green is the 

mean value, red is higher, blue is lower. 

These observations are summarized into a more comprehensive view in Fig. 5, which shows a 

field map of the maximum cluster number density (φ, clusters per cm3) as a function of average binding 

strength and heterogeneity. The maximum crystallite number density is used here to distinguish between 

crystallization and gelation outcomes. The blue region (lower left, 82 10φ < ×  cm-3) corresponds to no 

crystallites being observed over the length of our simulations, while the white region (upper right, 

92.5 10φ > ×  cm-3) generally corresponds to gelation outcomes with large numbers of aggregates 

forming a connected and arrested network. In between these limits exists a bounded region (between the 

dashed lines) that, roughly speaking, is the crystallization window, which is clearly widened by 

heterogeneity. The 6 configuration snapshots shown previously in Fig. 4 at p = 0 and p = 0.15 are each 

denoted by a circle in Fig. 5—all 3 lie in the crystallization window for p = 0.15, while only a single state 

(a) (c)(b)

(d) (f)(e)
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point does at p = 0. Moreover, since the strength of DNA interactions is typically an exponential function 

of temperature, the translation of the crystallization window to weaker interactions implies that the 

temperature window for crystallization exhibits an even greater widening effect than indicated here.  

Our findings regarding the width of the crystallization window compare favorably to 

experimental results in the literature. Kim et al. [29] incubated in parallel matched samples of micron-

sized colloids bearing ~4000 DNA strands per particle, at temperatures spaced out by 0.25 °C, and found 

that typically only one or two samples yielded crystals; suggesting a window width of ~0.4 °C.  Direct 

interaction measurements on the same samples, reported by Biancaniello et al. [8], indicate that the 

attractive interaction increases roughly exponentially with falling temperature, by ~10% per 0.2 °C. 

Combining these results suggests that the crystallization window has a width of ~20-25% in interaction 

strength, which is comparable to the window prediction at p = 0.15 in Fig. 5, and much wider than the 

~8% window width at p = 0. Moreover, measurements of similar samples formed by the same protocol, 

reported by Casey [46], found a heterogeneity of p = 0.15, providing additional experimental support for 

the results of our non-equilibrium crystallization simulations. 



 
13

 

Figure 5: Interaction heterogeneity lowers and widens the window for crystallization. Color field denotes 

the maximum cluster number density, φ, as a function of average binding strength and heterogeneity. Thin 

lines represent isolines of nucleation barrier height, maxGβΔ , with values (upper left to lower right): 1, 2, 

3, 5, 30, and 90 kBT. Dashed lines schematically denote crystallization window. Diamond symbols show 

locations of corresponding to the configurations snapshots shown in Fig. 4. 

The crystallization window opening effect may be attributed to the buffering action of 

heterogeneity—strong binders that locally drive nucleation of crystallites are dispersed among weaker 

binders that interfere with the onset of the system-wide spinodal decomposition associated with gelation 

that was described in Ref. [37]. In the context of a typical crystallization experiment with DNA-

functionalized particles, where the temperature is gradually reduced to increase the thermodynamic 

driving force for condensation by increasing the DNA-mediated attractions between particles, 

heterogeneity acts to spread out nucleation into a gentler, sequential process in which progressively 
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weaker binders are able to form stable nuclei. This sequentialization of the nucleation process is akin to a 

‘controlled burn’ rather than the typical explosive nucleation that is characteristic of strongly driven 

systems. Given the likely ubiquitous presence of at least some degree of particle-to-particle heterogeneity 

in engineered systems such as DNA-functionalized particle assemblies, this mechanism may in fact have 

been operative, but unappreciated, in many instances to date. Note that the present findings are agnostic 

with respect to the source of attractive inter-particle potentials and could be also be applicable to other 

aggregating systems, e.g., those driven by depletion  [52-55]. It is less clear what would cause interaction 

heterogeneity in depletion systems but one possibility would be slight zeta-potential variations between 

different particles altering the excluded volume associated with charged depletant species. Perhaps most 

significantly, our results suggest a facile avenue for optimizing crystallization behavior in systems where 

the interactions may be purposefully tuned across a population of particles, such as the DNA-driven one 

we consider here.  
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