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We present measurements of the spectrally-resolved X-rays emitted from solid-density magnesium
targets of varying sub-µm thicknesses isochorically heated by an X-ray laser. The data exhibit a
largely thickness-independent source function, allowing the extraction of a measure of the opacity to
K-shell X-rays within well-defined regimes of electron density and temperature, extremely close to
local thermodynamic equilibrium (LTE) conditions. The deduced opacities at the peak of the K-α
transitions of the ions are consistent with those predicted by detailed atomic-kinetics calculations.

The generation of uniformly dense and uniformly-
heated high-density plasmas created sufficiently rapidly
so as to prevent significant hydrodynamic motion during
their diagnosis has long been a goal in the field of laser-
matter interactions, as such plasmas would provide an
environment to make benchmark tests of several funda-
mental optical, thermodynamic and transport properties
of strongly coupled matter which are important for fur-
thering our understanding of systems relevant to astro-
physics [1], planetary science [2], and inertial confinement
fusion [3, 4]. Whilst heating matter with electrons [5–
7] or ions [8–10] driven by short-pulse optical light has
afforded significant progress in this area, it is with the
advent of Free Electron Lasers (FELs) operating in the
X-ray regime, such as the Linac Coherent Light Source
(LCLS) [11], that the capability to create hot plasmas
at exactly solid densities has been conclusively demon-
strated, with the relatively long absorption depths of X-
rays and absence of pre-pulse allowing micron-scale mat-
ter to be heated on femtosecond timescales with negligi-
ble longitudinal temperature variation [12–14].

Previous studies of such plasmas have shown that, ow-
ing to the high electron densities and thus large colli-
sional rates [15], the systems are extremely close to LTE,
with the populations of the majority of the atomic states
being determined by the instantaneous electron temper-
ature [16]. More precisely, for low-to-medium Z materi-
als such as magnesium studied here, whilst the ground
state populations are mainly determined by the colli-
sional physics, and are thus in LTE, during the FEL pulse
at any instant a few percent of the ions have a K-shell
core-hole induced by the intense FEL photoionization,
and in this restricted sense this small number of atoms is
driven out of LTE. However, any reabsorption of the K-α
photons emitted from the filling of these K-shell holes is

mainly due to bound-bound transitions originating from
a ground state ion (the one corresponding to the final
state of the K-α transition), so that measuring the opac-
ity of these K-α lines is essentially a measurement of LTE
opacity.
As the absorption length of the system to the heat-

ing X-ray beam is long our system is relatively free of
longitudinal gradients and the ionic populations are in-
dependent of target thickness d along the X-ray beam
direction. Therefore, if the transverse scale-lengths are
long compared with the target thickness, the instanta-
neous frequency-dependent intensity I(ν, t, d, θ) emitted
at an angle θ to the normal of a target of thickness d
owing to the filling of these core holes obeys the sim-
ple, 1D uniform slab solution to the equation of radiative
transfer,

I(ν, t, d, θ) = S(ν, t)[1− exp(−κ(ν, t)d/ cos θ)], (1)

where the source function, S(ν, t), is given by the ra-
tio of the emissivity to the opacity, both uniform in
depth: S(ν, t) = η(ν, t)/κ(ν, t). The emissivity (and
hence source function) is determined by the number of
FEL-induced core holes.
Despite the simplicity of this well-known equation, to

our knowledge no experimental demonstration of its di-
rect application for a very dense plasma has previously
been reported. This is for a number of reasons. Firstly,
it is non-trivial to produce ‘slabs’ of plasmas, of differ-
ing thickness but otherwise identical, where the effects
of longitudinal density and temperature gradients are
unimportant. Secondly, in many cases, laser-driven plas-
mas suffer from the effects of self-absorption which affects
their atomic-kinetics and the populations of the ground
states, as well as the excited states (an effect that is of-
ten taken into account in simple treatments via an escape
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factor formalism [17, 18]). In our case this is negligible:
the intense FEL drives the population kinetics, and rapid
collisional rates ensure our ground state populations are
set by LTE [19] – in other words, the emissivity η(ν, t)
and opacity κ(ν, t) are a weak function of thickness d.
Finally, verifying the applicability of Eqn. 1 requires ob-
serving emission in both the optically thick (κ(ν, t)d > 1)
and thin (κ(ν, t)d ≪ 1) regimes, the latter requiring ex-
tremely thin targets at solid density – for the work here
just a few tens of nm – again necessitating rapid heating
with no pre-pulse and diagnosis on the sub-picosecond
timescale of inertial confinement.

It is in this context that we present here spectrally-
resolved measurements of the X-ray emission from thin
foils of solid magnesium heated with an X-ray FEL to
peak electron temperatures of order 180 eV by the end
of the pulse. We show that the time-integrated FEL-
induced K-shell emission from the various ion stages up
to helium-like Mg obeys well the same functional form
as Eqn. 1. We determine frequency-resolved opacities
from this thickness-dependent emission which, whilst ex-
tracted from time-integrated emission from a plasma
whose temperature and charge states are varying in time,
can be shown to be a good measure of the maximum
opacity present within the system for the majority of the
charge states. Given that the ion density remains that of
the solid, the electron densities at which these measure-
ments are gleaned is strongly constrained. The derived
opacities are in good agreement with atomic-kinetics cal-
culations.

The experiment was performed at the SXR endsta-
tion [20] of LCLS. Targets comprising thin (24 nm -
487 nm ± 2 nm) foils of Mg were irradiated by ∼ 50 fs
pulses of X-rays (shorter than the nominal electron bunch
duration, consistent with previous work [16, 21–23]), with
a photon energy of 1540 eV, and nominal pulse energy of
1.8mJ prior to transmission through the beamline fo-
cussing optics, which was estimated from the mirror re-
flectivities to be ∼50% [16]. The target was oriented at
an angle of 45◦ to the incident X-ray beam. The spatial
distribution of X-ray intensities on target was determined
ex situ via imprint measurements in PbI2 [24], and the
focal spot on target had an effective area of 8.5µm2, cor-
responding to a peak irradiance around 1017 Wcm−2. At
these irradiances simulations show the electrons within
the target are heated to a peak temperature of order
180 eV by the end of the pulse. The primary absorption
mechanism is direct photoionization, resulting in the cre-
ation of K-shell holes. The majority of these K-shell holes
are filled as a result of the KLL Auger decay (the elec-
trons from which rapidly thermalise [15, 25]), with ap-
proximately 3% of them filled by radiative decay from the
L to K shell. These radiative transitions were recorded
by means of a flat crystal Bragg spectrometer which em-
ployed a Beryl (101̄0) crystal (2d = 15.96 Å), with the
spectrometer viewing the target at an angle θ of 20◦ to
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FIG. 1. Experimental X-ray emission spectra for Mg targets
of four different thicknesses, heated by the LCLS X-ray pulse.
Each spectrum is the average of spectra from multiple shots,
normalised by the target thickness. The lines are labelled ac-
cording to the charge state of the emitting ion. Also shown
is the emissivity extracted by fitting Eqn. 1 to the four ex-
perimental spectra. The coloured region around the fitted
emissivity represents its error bar.

its normal, recording X-rays on a Princeton Instruments
CCD camera.

Although Eqn. 1 is only valid for a uniform plasma,
the line of sight just described is such that the maximum
displacement between incoming and outgoing photons
on the plane of the laser is well within the Half-Width-
Half-Maximum of the beam profile, even for the thickest
target, thus ensuring approximately uniform conditions
in the region where radiation transfer occurs. However,
within our detailed analysis such geometric effects are
taken into account (see supplemental material) and have
the largest effect on the higher lying lines, for which the
corresponding charge states are only produced towards
the central region of the focal spot containing the high-
est X-ray energy density.

In Fig. 1 we plot the time-integrated emission summed
over many (between 10 and 123) distinct single shots nor-
malised both to the number of shots and to d for the four
different target thicknesses. For each thickness, the fig-
ure shows the series of K-α emission lines corresponding
to transitions of L electrons filling K-shell holes, created
by the LCLS photons, in ions with a different number of
L-shell holes, labelled by their charge state (noting cold
solid density Mg already has 2 free electrons, and the
cold K-α comes from charge state III). As in previous
experiments [12, 13, 16] the temperatures attained are
too low for the targets to emit thermally on such tran-
sitions, and the line spectra recorded thus correspond to
radiation that is only emitted during the short duration
of the FEL pulse itself convolved with the lifetime of the
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K-shell core-hole state (which is dominated by Auger de-
cay, and is typically of order 3 fs for most states, save
the helium-like state which has no Auger channel), and
are thus a probe of the target under truly isochoric con-
ditions, which further allows the electron density during
the emission from a particular charge state to be deduced
from the ion stage.

The signature of emission in the optically-thin limit is
that the intensity normalised to target thickness is inde-
pendent of d, because if κ(ν, t)d/ cos θ ≪ 1 throughout
the pulse, then

∫
I(ν, t, d, θ)[cos θ/d]dt →

∫
η(ν, t)dt —

the same for each target. It can be seen from Fig. 1 that
the emission from 24 and 54 nm targets is in the opti-
cally thin limit across the whole spectral range, whilst for
the two thicker targets opacity effects are evident at the
peaks of the K-α emission from each ion, but the emission
is still optically thin in the far wings of the transitions,
i.e. the region between the K-α lines.

Assuming for the present (with a justification below)
that the time-integrated intensity

∫
I(ν, t, d, θ)dt is well

approximated by an equation of the form of Eqn. 1, we
can fit Eqn. 1 to the time-integrated emission from the
four targets for any photon energy within the spectral
range of the spectrometer. As examples in Fig. 2a we
show such fits for the frequencies corresponding to the
centre of the Be-like K-α (VIII) line at 1315eV, and to
the line wings between the Be-like and Li-like K-α lines
at 1325eV. As the opacity for the line wing is low, the
fit approaches a linear trend in this case (given by the
optically thin limit of Eqn. 1), whereas the line centre has
a larger opacity, and here the intensity begins to saturate
at larger thicknesses. By performing such a fit over the
whole recorded spectral range, we obtain the frequency-
dependent values of the effective emissivity and opacity,
κ(ν), shown in in Fig. 2b.
We stress that the opacities plotted in Fig. 2b are not

those of a plasma at an exact density and temperature, as
they have been deduced from time and space-integrated
emission data from a system that evolves over time. As
the system is heated by the FEL the population of each
charge state and set of configurations - whether they cor-
respond to emitters or absorbers - will change, as will the
emissivity and opacity at a particular frequency. How-
ever, as we show below, each charge state only exists over
a relatively narrow range of temperatures and densities,
and as these are swept through the resultant integrated
emission for targets of different thicknesses closely fol-
lows Eqn. 1, with an ‘integrated opacity’ which is a good
measure of the maximum LTE opacity for any particular
photon energy.

To illustrate this, the experimental data were sim-
ulated using the collisional-radiative code SCFLY [26]
which has previously been shown to produce excellent
agreement with spectra produced by LCLS interacting
with solid targets [16]. Simulations over a range of
FEL intensities calculate the local time-dependent pop-
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FIG. 2. (a) Filled symbols: intensity as a function of line of
sight thickness, d/ cos θ, at the centre of line VIII (1315 eV)
and between peaks in the line wings (1325 eV) for the four dif-
ferent target thicknesses. Open symbols: intensity predicted
by SCFLY simulations for 0D simulations or a full 3D model
of the target including geometric effects. The solid line is
the fit to the radiative transfer equation for data at 1315 eV
(black), and and the dashed line is the fit at 1325 eV (blue).
(b) Opacity and emissivity as a function of photon energy
deduced by fitting Eqn. 1 to the spectra from targets of four
different thicknesses. The solid region represents the calcu-
lated error in the fit.

ulations of super-configurations within the target, with
the only user input being the time-dependent incident
X-ray pulse. At each time-step a spectrum taking into
account the more detailed configurational energies is pro-
duced, with an instantaneous thickness-dependent inten-
sity that obeys Eqn. 1. Appropriate weighting of the
time-integrated spectra from the simulations according to
the experimentally measured spatial distribution of the
FEL intensities within the focal spot allows direct com-
parison with experimental data. Further to this, spectra
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FIG. 3. A comparison between the ‘integrated opacity’ de-
duced from the data and that deduced from the time and
space-integrated spectra produced from 0D SCFLY simula-
tions, and 3D SCFLY simulations. Also plotted, for each
frequency, is the ratio of ‘integrated opacity’ observed in the
0D simulation to the maximum instantaneous opacity.

were calculated incorporating a full 3D model accounting
for the different heating and line-of-sight directions, and
attenuation through the target [19].

From the SCFLY simulations we generate time- and
space-integrated frequency-dependent intensities for tar-
gets of the four different thicknesses that are a good
match to the data within the error bars, as shown in
Fig. 2a for both a simple 0D model and the 3D model.
Whilst, by construction, an instantaneous set of simu-
lated intensities for the four different targets matches per-
fectly Eqn. 1, the fact that the simulated time and space-
integrated data correctly reproduce the form shown in
Fig. 2a also yields the non-trivial result that the same
functional form is a good match to the time-integrated
simulated data, even though I(ν, t, d, θ) is not a linear
function of time.

After generating time and space-integrated simulated
spectra for the four different targets we can extract an
‘integrated opacity’ to compare with the experimental
data. Furthermore, we can compare these values with the
maximum instantaneous opacity at each photon energy
that was observed in the simulation as the charge states
evolved. In Fig. 3 we plot the energy-dependent opac-
ity deduced from the experimental data alongside the
opacity deduced from the space- and time-integrated in-
tensities simulated by SCFLY. Good agreement is found
over the majority of the spectral range (agreement for the
‘cold’ K-α line of the first state is not expected, as this is
sensitive to how much FEL energy is in the far wings of
the FEL focal spot). Also plotted is the ratio of the ‘in-
tegrated opacity’ extracted from the SCFLY simulations
with the maximum instantaneous opacity calculated by

SCFLY at that frequency. We find that at the peak of
the K-α lines this ratio is reasonably consistent across the
majority of charge states, varying from about 40% for line
IV, up to 42% for line VI, and dropping to 35% for line
X. Such consistency provides confidence that these time
and space averaged opacity measurements are accurate
representations of the maximum opacity to within of or-
der ±4%. We note that current discrepancies between
measured and calculated opacities in systems consider-
ably less dense than those here are many times larger
than this [27].

That the ‘integrated opacities’ deduced from the ex-
perimental data are lower than the simulated maximum
instantaneous opacity within the system by a roughly
consistent amount can be understood by considering the
evolution of the emitting and absorbing states. We find
that the emitting and absorbing states rise and fall in
time over a narrow (∼ 20 fs) temporal window (see sup-
plemental material). Thus the average opacity in the sys-
tem is always lower than the maximum, and is roughly
similar across the majority of the charge states.
We therefore find that the fitted ‘integrated opacity’

and emissivity plotted in Fig. 2b for line VI is thus con-
strained to conditions of temperature T = 50 ± 15 eV
and electron density ne = 2.4 ± 0.5 × 1023 cm−3 (the
overall ion density remaining fixed at that of solid Mg,
4.31× 1022cm−3) whilst the spanned range of conditions
extends up to T = 120±25eV, ne = 3.9±0.3×1023 cm−3

for the He-α line. The temperature eventually peaks
around 180 eV at the end of the laser drive. As shown
in the supplemental material, the densities and temper-
atures being probed by the emission from a particular
charge state are relatively insensitive to the FEL pulse
shape and fluence.

The slight discrepancies observed for the helium-like
lines – where we find the deduced opacity is lower than
expected – may be attributed to a lower final tempera-
ture than expected from SCFLY simulations for our spot
parameters. We find that just by simply decreasing the
laser intensity in our simulations by a factor of two gives
the same evolution for the earlier charge states – which
are still swept through in time, and still in LTE under
the same temperature and density conditions [16], yield-
ing the same opacity – but now reduces the opacity of
the final charge states as, being last to be produced, their
populations are the most sensitive to the total energy in
the FEL pulse.

In conclusion, we have used LCLS to create hot Mg
plasmas of varying thickness at exactly solid density, al-
lowing the extraction of a measure of the LTE K-shell
opacity in a solid-density plasma. We compare the val-
ues of the opacity extracted from fitting the data, using
the uniform slab radiative transfer equation, with the
opacity obtained in detailed predictive atomic kinetics
simulations; such comparison shows that the opacity ex-
tracted from the fit has the physical meaning of a line
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opacity integrated over a short time window, where both
emitting and absorbing charge state for a given K-α line
are populated. As such, it also corresponds to a certain
fraction of the maximum opacity, which in our case is
around 40% over a wide number of charge states. As
the absorbing ions are ground state ions, which largely
obey an LTE population distribution, the fit provides a
good measure of solid-density LTE opacity. This method
of extracting opacity from the variation of intensity with
target thickness may complement methods based on ab-
sorption spectroscopy [27, 28]. Whilst the standard back-
lighting technique can be used to determine opacities for
such longer-lived lower density plasmas [27], the tech-
nique presented here is well suited to the highly-transient
plasmas at exactly solid density produced via irradiation
with an FEL. We have also demonstrated the capabil-
ity to produce well-characterised solid-density plasmas
which are also measured to be optically thin, where the
emission is produced before target disassembly (an Mg
ion at 120 eV, would move around 2.5 nm in 50 fs, though
the ions are likely to be far cooler than this as emis-
sion occurs on a time-scale short compared with temper-
ature equilibration between electrons and ions [29]). Such
plasmas could provide a platform for benchmark spectro-
scopic studies of dense plasmas, unhindered by opacity
effects.
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