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Consider a lower-dimensional solitonic structure embedded in a higher dimensional space, e.g., a
1D dark soliton embedded in 2D space, a ring dark soliton in 2D space, a spherical shell soliton in
3D space etc. By extending the Landau dynamics approach [Phys. Rev. Lett. 93, 240403 (2004)],
we show that it is possible to capture the transverse dynamical modes (the “Kelvin modes”) of the
undulation of this “soliton filament” within the higher dimensional space. These are the transverse
stability/instability modes and are the ones potentially responsible for the breakup of the soliton
into structures such as vortices, vortex rings etc. We present the theory and case examples in 2D
and 3D, corroborating the results by numerical stability and dynamical computations.

Introduction. In numerous contexts, such as atomic
physics [1, 2], nonlinear optics [3], water waves [4], and
others [5], soliton dynamics is of crucial importance. It is
then especially relevant, e.g., in external potentials con-
fining Bose-Einstein condensates (BECs) or in refractive
index landscapes in optics or, more recently, in gain/loss
profiles of PT -symmetric media [6], to be able to charac-
terize the reduced degree-of-freedom evolution of soliton
characteristics (center of mass, width, etc. [7, 8]).

While mathematical theories including those of non-
linear dispersive wave equations, such as the nonlinear
Schrödinger (NLS) equation [9, 10], are well developed
in one-dimensional (1D) settings, solitons often emerge
in (or experimental settings naturally feature) higher di-
mensional scenarios. Then, a question of paramount im-
portance is that of the stability of e.g., 1D or quasi-1D (in
the case of polar or spherical coordinates) solitonic “fil-
aments” in the higher dimensional space in which they
may be embedded. A classical example of an instabil-
ity that may arise because of the transverse degrees of
freedom, is the transverse modulational (or “snaking”)
instability, first analyzed in Ref. [11] for dark soliton
stripes embedded in a 2D space. It has since then mo-
tivated many studies in optics and in atomic physics,
exploiting as well as evading the instability, both theo-
retically [12, 13] and experimentally [14].

In this work, our aim is to develop a theory that com-
bines these two elements: considers the soliton motion,
but explores it in a scenario where the solitonic structure
is embedded in a higher dimensional space. Relevant ex-
amples include a 1D (rectilinear) soliton in a 2D domain,
as is the case of Ref. [11], as well as two quasi-1D dark
soliton structures: the ring dark soliton (RDS) and the
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dark spherical shell soliton (SSS), in 2D and 3D settings,
respectively. RDSs were predicted [15] (and observed
[16]) in optics, and in BECs [17], while SSSs were studied
in optics and BECs [15, 18, 19], and observed as transient
structures in a BEC experiment [20]. In earlier works, the
so-called Landau dynamics approach (i.e., a semiclassical
dynamics of the solitary wave as a quasi-particle relying
on a local-density approximation) was developed for dark
solitons [21, 22] and for RDSs [23]. Here, we adapt this
approach towards accounting for the possibility of trans-
verse instabilities, i.e., for transversely undulating soliton
filaments. Employing this suitably modified technique,
we analyze the (Kelvin) modes of transverse undulation,
identify the modes of potential instability, and also offer
a previously unknown class of partial differential equa-
tions (PDEs) unveiling the motion of the soliton filament
within the higher dimensional space. The diversity of the
above examples will serve to illustrate the broad applica-
bility of this concept, well beyond the specific selections
made herein.
Background and Transverse Instability of Planar Dark

Solitons. Our starting point is the dimensionless (for
relevant adimensionalizations in the BEC problem, see
Refs. [1, 2]) form of the 1D defocusing NLS equation:

iut = −
1

2
uxx + |u|2u+ V (x)u. (1)

In the absence of the external potential (V ≡ 0), and
assuming a background density µ, the dark soliton pre-
serves the renormalized energy (see, e.g., the review [24]):

H1D =
1

2

∫

∞

−∞

[

|ux|
2 +

(

|u|2 − µ
)2
]

dx. (2)

For the dark soliton solution of Eq. (1) (for V = 0), with
center x0 and velocity v = ẋ0, namely:

u = e−iµt
[

√

µ− v2 tanh
(

√

µ− v2(x− x0)
)

+ iv
]

, (3)



2

the energy reads H1D = (4/3)(µ− ẋ2
0)

3/2. Then, accord-
ing to the Landau dynamics approach [21, 22] this energy
is treated as an adiabatic invariant in the presence of a
slowly varying potential, i.e., the background density µ
will be slowly varying according to µ → µ−V (x). Then,
assuming the adiabatic invariance of

H1D =
4

3

(

µ− V (x0)− ẋ2
0

)3/2
⇒ ẍ0 = −

1

2
V ′(x0), (4)

i.e., by its direct differentiation, one obtains the effec-
tive equation for the dark soliton center, in remarkable
agreement with numerical results [2, 21, 22, 24].
Our proposal is to extend this notion of adiabatic in-

variants to the case of 1D stripes and quasi-1D RDSs em-
bedded in 2D, as well as SSSs embedded in 3D. Our ulti-
mate aim is not only to provide a fresh and broad/general
perspective on the transverse instability, but also to de-
scribe the motion of the soliton filament in the higher
dimensional space. It is known that in 2D as the undula-
tion intensifies along the transverse direction, the soliton
eventually decays into vortex-antivortex pairs [12, 25]. In
3D, the corresponding transverse instability gives rise to
vortex rings and vortex lines [2, 14, 19, 26].
We specifically propose to consider the energy of a dark

soliton stripe/filament again as an adiabatic invariant,
whereby the 2D energy has an additional term:

H2D =
1

2

∫

∞

−∞

[

|ux|
2 + |uy|

2 +
(

|u|2 − µ
)2
]

dxdy. (5)

Now, assuming an ansatz of the form of Eq. (3) with the
center position not solely a function of t, but a function
x0(y, t), we obtain an “effective energy” (an adiabatic
invariant, again) of the form:

E =
4

3

∫

∞

−∞

(

1 +
x0

2
y

2

)

(

µ− V (x0)− x0
2
t

)3/2
dy. (6)

Based on this “effective Hamiltonian”, one can de-
scribe the transverse motion of the soliton filament. At
the level of existence and stability of equilibria, one can
use x0(y, t) = X0(t)+εX1(t) cos(ny), in order to (a) iden-
tify the leading order dynamical equation above [cf. sec-
ond of Eqs. (4)], and (b) obtain the small amplitude —
longitudinal, as well as transverse— excitations [42]. Per-
haps even more importantly, one can obtain from energy
conservation the field-theoretic equation governing such
a modulation. To simplify the exposition, for V = 0, the
relevant equation reads (see Supplement for details [40]):

(

1 +
x0

2
y

2

)

x0tt = −
1

3
x0yy

(

µ− x0
2
t

)

+ x0tx0yx0ty. (7)

Importantly, at the linear level, this PDE is elliptic
[x0tt + (µ/3)x0yy = 0] leading to the instability rate of
Ref. [11]. However, the key feature is that this novel,

nonlinear PDE, Eq. (7), and its variant in the presence
of the trap, can describe the nonlinear evolution of the
soliton filament. When the latter leads to a jump discon-
tinuity (a shock), then the filament breaks and develops
the vortical patterns of principal interest herein.
A 2D Scenario: the Ring Dark Soliton (RDS). The

RDS [15–17, 23] is a quasi-1D solitonic structure (local-
ized along the radial direction and extending as a filament
along the azimuthal direction) embedded in 2D space;
namely, a RDS is a circular dark soliton that closes into
itself. The work of Ref. [23] utilized the argument of
Ref. [21] to a RDS of radius R(t) and used the adia-
batic invariant E = 2πR(µ − Ṙ2 − V (R))3/2 to obtain
its purely radial equation of motion (see Supplement for
details [40]). Our Landau dynamics generalization con-
siders this as a genuinely 2D filament whose radial posi-
tion is R(θ, t), i.e., includes azimuthal “departures” from
a perfect ring. Then, from the polar form of Eq. (5), the
adiabatic invariant is generalized as:

E =

∫ 2π

0

R

(

1 +
R2

θ

2R2

)

(

µ−R2
t − V (R)

)3/2
dθ. (8)

From this equation, we can extract conditions for the
existence of stationary RDS filaments of radius R0 in
a certain potential, and the stability (eigenfrequencies
ω) of small-amplitude excitations around it, using R =
R0 + ε ei(nθ+ωt). These, respectively, read:

3R0V
′(R0) = 2(µ− V (R0)), (9)

ω2 =
V ′(R0)

2R0

[

5

3
− n2 +

R0V
′′(R0)

V ′(R0)

]

. (10)

For the experimentally generic in BECs case of a
parabolic potential, V (R) = (1/2)Ω2R2 [1, 2], we obtain

R2
0 =

µ

2Ω2
and ω = ±

(

1

2

(

8

3
− n2

))1/2

Ω. (11)

in very good agreement with asymptotic predictions of
our numerical computations, as shown in Fig. 1 (see also
for the equilibrium radius Fig. 14 in Ref. [27]). It is im-
portant to highlight here that the above prediction en-
ables a systematic and complete understanding of the
modes of the Bogolyubov-de Gennes (BdG) lineariza-
tion analysis in the asymptotic limit where this particle
description is relevant, namely the Thomas-Fermi (TF)
limit [1, 2]. This is due to the following fact: the spec-
trum of a nonlinear wave consists of the spectrum of the
underlying “background” (the fundamental, equilibrium
state on top of which the excitation exists) and the local-
ized point spectrum associated with the excitation (the
internal undulations of the solitary wave). In the BEC
realm, the spectrum of the underlying ground state has
been revealed in the fundamental work of Ref. [28] (see
also Ref. [29]) and in 2D consists of the eigenfrequencies:

ω = ±Ω(ℓ+ 2k(1 + ℓ) + 2k2)1/2, (12)
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FIG. 1: (Color online) Imaginary (left) and real (right) parts
of the BdG excitation spectrum for the ring dark soliton
(RDS). The former correspond to the instability modes, while
the latter to the vibration modes. The thin horizontal solid
lines in both panels correspond to undulation modes of the
RDS in the Thomas-Fermi (large nonlinearity/large chemical
potential µ) limit, as predicted by Eq. (11). The thin horizon-
tal dashed lines in the right panel correspond to the asymp-
totic predictions for the ground state spectrum for k = 0 and
0 ≤ ℓ ≤ 9 [cf. Eq. (12)]. To avoid clogging the relevant dia-
gram, only the lowest modes of instability are shown.

for k, ℓ ≥ 0 (thin horizontal dashed lines in Fig. 1).
Hence, the union of this set and of the eigenfrequencies
of Eq. (11) (thin horizontal solid lines in Fig. 1) provides
an unprecedented, all-encompassing theoretical predic-
tion for the BdG spectrum of a RDS in the TF limit.

Going one step beyond the equilibrium radius and the
near-equilibrium vibrations, one can study the ring PDE
evolution for R(θ, t). This can be obtained from energy
conservation applied to Eq. (8). To illustrate this, we
present two examples of dynamics comparing Eqs. (1)
with the dynamics resulting from the energy functional
(8), as shown in Fig. 2. Both cases correspond to non-
ideal rings in the TF limit, for µ = 24 and Ω = 1. In one
case, we have perturbed the rings with a combination of
n = 0, n = 1, and n = 8 modes with the initial condition
R(θ) = 2.8 + 0.1 cos(θ) + 3 × 10−7 cos(8θ) (top series of
panels). In the second case, the ring is perturbed using
a combination of n = 0 and n = 2 modes with the initial
condition R(θ) = 2.4+0.1 cos(2θ) (bottom series of pan-
els). The dynamics compare extremely well for the two
PDEs until the rings significantly deform/break, illus-
trating that the PDE derived from the energy functional
(8) is a valuable tool for understanding the evolution of
ring soliton filaments. See Ref. [30] for movies depicting
the dynamics of these two examples and more definitively
showcasing the comparison.

A 3D Scenario: Dark Spherical Shell Soliton (SSS).
Extending our considerations to a 3D case, we first study
a 1D (rectilinear) dark soliton embedded (as a planar
filament) in 3D space. For the soliton of Eq. (3) with
center x0 = x0(y, z), the relevant energy functional reads:

E=

∫

(

1 +
x0

2
y

2
+

x0
2
z

2

)

(

µ− V (x0)− x0
2
t

)3/2
dydz. (13)

However, we do not focus on this simpler case (somewhat
analogous to the 2D one), but rather consider the more
intricate example of a quasi-1D dark SSS [19], localized
along the radial direction with a center potentially un-
dulating according to R = R(θ, φ). Here, the adiabatic
invariant of Landau dynamics subject to transverse un-

dulations assumes the form:

E =

∫

R2

(

1 +
R2

θ

2R2
+

R2
φ

2R2 sin2(θ)

)

×
(

µ−R2
t − V (R)

)3/2
dθdφ. (14)

While the radial dynamics can be straightforwardly ob-
tained [19], the calculation of the internal undulation
modes is more technically involved, incorporating a de-
composition of R = R0 + εR1(θ)R2(t) cos(nφ) effectively
into spherical harmonic modes. The shell’s equilibrium
position R0 satisfies:

3R0V
′(R0) = 4(µ− V (R0)). (15)

For the physically relevant (isotropic) parabolic poten-
tial V (R) = (1/2)Ω2R2, this result leads to the equilib-
rium position R0 = (4µ/(5Ω2))1/2 in very good agree-
ment with numerical results [19]. The distilled final ex-
pression of the far more tedious eigenmodes calculation
reads:

ω2

Ω2
=

7

6

V ′

R0
+

V ′′

2
−

V ′

4R0

(

B

A
+ n2C

A

)

, (16)

where A =
∫ π

0
R2

1 sin θdθ, B =
∫ π

0
(R′

1)
2 sin θdθ and

C =
∫ π

0
R2

1 sin θdθ, while V
′ and V ′′ are evaluated at R0.

In this expression R1 = P l
n(cos(θ)) corresponds to the as-

sociated Legendre polynomials. A closed form expression
can be obtained, e.g., for A = 2(l+n)!/((2l+1)(l−n)!),
yet generally these expressions amount to straightforward
integral evaluations. In the particular case of the (spher-
ical) parabolic trap, the expression becomes

ω2 = Ω2

(

5

3
−

1

4

(

B

A
+ n2C

A

))

. (17)

In this case too, combining the predictions of Eq. (17)
with those for the vibration modes of the background
(the ground state of the system), namely [28, 29]:

ω = ±Ω(ℓ+ 3k + 2kℓ+ 2k2)1/2, (18)

with k, ℓ ≥ 0, one obtains the full linearization (BdG)
spectrum of a dark SSS in the Thomas-Fermi limit. The
relevant comparison illustrating once again the very good
asymptotic agreement can be found in Fig. 3.
Conclusions & Future Work. In the present study, we

provided a generalization of the theory of Landau dy-
namics as applied to solitary waves. We illustrated that
this methodology can be extended to the formulation of
soliton filaments and has the ability to provide a wealth
of systematic results: (a) it can provide quantitative in-
formation about the equilibrium features of the solitonic
filaments; (b) it can systematically characterize their sta-
bility in the form of undulation (Kelvin) modes, unveil-
ing an unprecedented and complementary perspective on
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FIG. 2: (Color online) Comparison of the full NLS dynamics (1) and the adiabatic invariant PDE obtained from Hamilton’s
principle applied to Eq. (8) for a ring dark soliton (RDS) for µ = 24. Top series of panels: RDS with initial azimuthal position
given by R(θ) = 2.8 + 0.1 cos(θ) + 3 × 10−7 cos(8θ). Bottom series of panels: another RDS, but now with initial azimuthal
position given by R(θ) = 2.4 + 0.1 cos(2θ). In both series of panels the top (bottom) subpanels depict the density (phase) of
the solution on a 6× 6 square. The dynamics of the ensuing PDE is depicted by a solid green line. Note how the derived PDE
closely follows the RDS dynamics before the break up of the latter into a series of vortex pairs.

FIG. 3: (Color online) The BdG excitation spectrum for the
dark spherical shell soliton. The layout and meaning is the
same as in the case of the ring dark soliton of Fig. 1. The thin
horizontal solid lines correspond to the undulation modes in
the TF limit, as predicted by Eq. (17), and the thin horizontal
dashed lines to the asymptotic prediction for the ground state
for k = 0 and 0 ≤ ℓ ≤ 9 [cf. Eq. (18)]. Once again, only the
dominant instability modes are shown.

the transverse instability features; and (c) it can eluci-
date the dynamics proper of the solitonic filament, yield-
ing insights on the potential amplification and eventual
breakdown (i.e., formation of vortices and vortex rings)
of the soliton filaments. Importantly, it should be under-
lined that our aim is not to manifest the advantages of
this method over other methods (e.g., soliton perturba-
tion theory [7] or the variational approach [8]) that treat
solitary waves as quasi-particles. It is rather to highlight
that some of these approaches (in fact, the variational
approach can be similarly extended to address transverse
instabilities and soliton filament motion) can be suitably
“embedded” in higher dimensions and thus enable the
detailed characterization of soliton filament motion.

This emerging theory of soliton filaments is promising
in a broad range of directions. In addition to its use-
fulness for studying the modes of droplets and dynamics
in other (e.g., magnetic [31]) systems, it can be used to
obtain further insights on the dynamics of vortex and
vortex-ring creation. From the point of view of the en-
ergy functionals and resulting PDEs for the solitonic fil-
aments, the emergence of these other coherent structures
is nothing but a collapse phenomenon. Hence, study-
ing (possibly self-similar or asymptotically self-similar)
collapse [9, 32] of the resulting PDEs is a particularly
appealing future topic. Moreover, the technique is by no
means constrained to dark solitons; for instance, as was
discussed in Ref. [33], using the energy of a vortex and a
suitable azimuthal integration, one can obtain the energy
of a vortex ring. If now the center of the vortex (in R,Z)
varies as R = R(θ) and Z = Z(θ), then the undulations
of a vortex ring (Kelvin modes) can be identified and
compared with the corresponding BdG results [34, 35].

As an aside, we should mention here that the work of
Ref. [12] presents an alternative to the present method
that may be especially powerful due to its intrinsic char-
acter. Considering the soliton filament as a curve if em-
bedded in 2D (or as a surface if embedded in 3D), one

can derive effective reduced PDEs for intrinsic quantities
such as the curvature (or the torsion), as well as its cou-
pling to the speed of the motion of the curve (or surface).
This is a particularly appealing formulation to pursue in
the near future.

Finally, it would be relevant to consider extending the
adiabatic invariant approach to include the effects of dis-
sipation. Such a generalization would need to involve
a Hamiltonian formulation for PDEs similar to the La-
grangian formulation used in Ref. [36] for PT -symmetric
sine-Gordon and φ4 models including gain and loss and in
Ref. [37] for NLS models including gain and loss, which in
turn, were inspired by the work of Ref. [38] on classical, fi-
nite dimensional, mechanics of nonconservative systems;
see also [39]. Some of these directions are presently under
consideration and will be reported in future works.
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González, P.G. Kevrekidis, and M. Haragus, J. Phys. A
49 455201 (2016).

[38] C. R. Galley, Phys. Rev. Lett. 110, 174301 (2013).
[39] C. R. Galley, D. Tsang, L.C. Stein, arXiv:1412.3082.
[40] See Supplemental Material [url] for details on the deriva-

tion of the effective lower-dimensional filament dynamics
for a dark soliton stripe and a ring dark soliton. The
Supplemental Material also includes Ref. [41].

[41] [Second reference in Supplemental Material not already
in paper] Th. Busch and J. R. Anglin Phys. Rev. Lett.
84, 2298 (2000).

[42] The small amplitude excitations are described at the level
of the Hessian, i.e., at O(ε2), by the energy per unit
length (in each periodic cell of size L) expansion:
E
L

= E0 + ε2
{

1
2
Ẋ2
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