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The Zeno and anti-Zeno effects are features of measurement-driven quantum evolution where
frequent measurement inhibits or accelerates the decay of a quantum state. Either type of evolution
can emerge depending on the system-environment interaction and measurement method. In this
experiment, we use a superconducting qubit to map out both types of Zeno effect in the presence
of structured noise baths and variable measurement rates. We observe both the suppression and
acceleration of qubit decay as repeated measurements are used to modulate the qubit spectrum
causing the qubit to sample different portions of the bath. We compare the Zeno effects arising
from dispersive energy measurements and purely-dephasing ‘quasi’-measurements, showing energy
measurements are not necessary to accelerate or suppress the decay process.

A projective measurement should reset the clock of
a decay process, reinitializing the system to its excited
state and therefore inhibiting decay in a variety of sit-
uations ranging from nuclear physics [1] to optical lat-
tices [2]. The suppression of a decay process—and more
broadly quantum evolution—by frequent measurement is
referred to as the “Zeno effect” [3]. The fact that the Zeno
effect in decay processes is almost universally negligible is
evident by considering Fermi’s golden rule for determin-
ing a decay rate: the decay rate depends on the density of
states only at the transition frequency and repeated mea-
surement effectively samples a larger range of frequencies
in the calculation. If the bath is white on the probed
band, then the decay rate is unchanged. Therefore, the
Zeno effect will only occur under the special circumstance
where the noise spectral density varies quickly over the
probed band. Moreover, the opposite “anti-Zeno effect,”
where frequent measurements accelerate decay, is pre-
dicted to be a more ubiquitous phenomenon [4–6]. Here
we perform a detailed study of both Zeno effects using a
superconducting qubit as an emitter coupled to a trans-
mission line with a tunable structured bath. Frequent
measurements alter the qubit–bath interaction leading
to both accelerated and suppressed decay. Our study ex-
pands on the role of measurement in the Zeno effects and
highlights new ways to control quantum evolution with
tunable bath interactions [7].

The original development of the Zeno effect predicted
the inhibition of particle decay and non-exponential
dynamics due to time-evolution interruption from fre-
quent observations [3]. The general case for any quan-
tum system under continuous measurement, dubbed the
‘watchdog-effect’ [8], was explained in terms of cance-
lation of wavefunction coherence caused from measure-
ment induced perturbations, thus slowing evolution from
an initial state [9]. The first experimental measurements
of the Zeno effect, conducted with trapped ions [10], in-
cited much discourse on the nature of measurement, the
essential features of the Zeno effect, and how the effect
compares to simple perturbation dynamics due to exter-

nal coupling [11, 12]. In recent years, the effect has been
generalized as any disruption of the unitary evolution
due to projection-like interactions with an external sys-
tem [13], and it has also been suggested that Zeno-like
dynamics can arise from unitary (non-projective) dynam-
ics alone [14–16]. The anti-Zeno effect occurs when fre-
quent measurements accelerate a decay process and was
first observed (along with the Zeno effect) in a tunneling
experiment with a cold atomic gas [17].

In contrast to previous work [2, 10, 17], our experiment
focuses on a single quantum system, where ensemble av-
eraging occurs only after data collection [18]. While Zeno
effects, and more broadly Zeno dynamics, have been stud-
ied with superconducting qubits [19–21], the anti-Zeno
effect has not yet been studied at the level of a single
quantum system. In our experiment, we demonstrate
how both Zeno effects arise from frequent projective en-
ergy measurements on a superconducting qubit. Further-
more, to examine the role of information for Zeno decay
dynamics, we introduce a dephasing-only “measurement”
method which does not cause measurement backaction in
the energy basis.

Our system consists of a transmon circuit that is dis-
persively coupled to a three-dimensional waveguide cav-
ity of frequency ωc/2π = 6.895GHz (Fig. 1a) [22, 23].
The two lowest energy eigenstates {|g〉 , |e〉} define a
qubit with a transition frequency of ωge/2π = 5.103GHz.
The interaction Hamiltonian, Hint/~ = −χa†aσz results
in a qubit-state-dependent frequency shift of the cavity
(Fig. 1b) [24]. Here, a† (a) is the creation (annihilation)
operator for the cavity resonance, σz is the Pauli spin
operator which has the qubit energy states as an eigen-
basis, and χ/2π = −1.38 MHz is the dispersive coupling
rate. A probe that populates the cavity with an average
intracavity photon number n̄ results in dispersive mea-
surement of the qubit energy state characterized by a
timescale τ = κ/(16n̄ηχ2), where κ/2π = 6.81 MHz is
the cavity linewidth, and η = 0.014 is the measurement
quantum efficiency [25–27].

Since the measurement operator σz commutes with
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Figure 1: Experimental Setup. (a) The system consists of
a transmon circuit dispersively coupled to a waveguide cav-
ity, where the |g〉 and |e〉 states define the qubit and |f〉 is
an auxiliary state. (b) The qubit-cavity interaction results in
a state-dependent phase shift on a probe near the cavity fre-
quency, ωc, allowing the single shot measurement of the qubit
state. (c) A standard inversion recovery (T1) measurement
(inset) is used to characterize the effect of repeated projec-
tive measurements. A slight increase in the decay rate as the
inter-measurement time interval Tm is decreased is expected
from the non-QND character of the measurement.

the Hamiltonian, this measurement is considered Quan-
tum Non-Demolition (QND). However, counter-rotating
terms and noise mixing break the QND character of this
measurement [28, 29]. To analyze repeated measure-
ments, we perform qubit lifetime measurements while
applying 100 ns long probe pulses that occupy the cav-
ity with n̄ = 9 intracavity photons. If the probe pho-
tons were detected with unity quantum efficiency, then
this measurement would distinguish between the energy
eigenstates of the circuit with nearly unit fidelity. As
such, we consider these measurements to be complete
projective measurements, even though the paltry quan-
tum efficiency of the setup inhibits our ability to record
these measurements with exceedingly high fidelity. As
shown in Fig. 1c, the observed T1 of the qubit in the
presence of these measurements does decrease, though
we emphasize that this alteration of the decay rate is not
a Zeno effect as it can easily be explained by considering
the non-QND character of the measurement [28, 29].

To study Zeno effects in this system, we introduce a
structured thermal bath that alters the decay rate of the
transmon circuit. We synthesize a bath of a Lorentzian
amplitude spectrum from a white noise source filtered by
a low pass LC filter resulting in a power spectrum with
a 3-dB-width of 1 MHz. This low frequency noise is
upconverted to near the qubit transition, ωge, via sin-
gle sideband modulation (Fig. 2a). This thermal photon
bath induces stimulated emission and absorption of the
qubit, modifying the decay rate. The strength of the
bath coupling to the qubit transition is characterized by
N , the average number of thermal photons. Since the
bath contributes N thermal photons, the radiative decay

time decreases as,

T1 = T1,spont./(2N + 1)

where T1,spont. = 20 µs is the radiative decay time from
spontaneous emission and N is the number of thermal
photons coupling to the qubit transition [30, 31].
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Figure 2: Synthesized noise bath and Zeno effects. (a) A
structured thermal noise bath is created from a filtered white
noise source mixed up to the qubit transition frequency. The
bath is characterized by a Lorentzian squared power spectrum
(shown here at the input plane of the dilution refrigerator),
with a center frequency that is tunable from the low frequency
modulation ωge − ωLO + δ. (b) Inversion recovery measure-
ments in the presence of the noise bath show how the thermal
photons decrease the effective decay time when the bath is
centered on the qubit transition. (c) The fractional change
in the qubit T1 decay time, ∆T1 = (T1 − T 0

1 )/T 0
1 , versus

qubit–bath detuning, where T 0
1 is the T1 time in the absence

of additional measurement, as shown in panel (b). Repeated
projective measurements, applied at a rate 1/Tm = 2 MHz
(green) and 1/Tm = 1 MHz (blue), alter the coupling of the
qubit to the bath. This either enhances (anti-Zeno effect, be-
low the horizontal line) or suppresses (Zeno effect, above the
horizontal line) the decay relative to the case without mea-
surements.

To examine the effect of the synthesized noise bath
on the qubit transition decay rate, we perform inversion
recovery measurements for different detunings δ between
the bath-center and the qubit transition. Figure 2b shows
that reducing the detuning of the center frequency of
the bath relative to the qubit transition decreases the T1
coherence time according to the bath’s power spectral
density. We note that instead of injecting thermal pho-
tons into our system, the electromagnetic spectral density
could be colored by the use of a “Purcell filter”—a shunt-
ing narrow-band notch filter that suppresses the vacuum
fluctuations [32].

We now focus on how repeated measurements alter the
coupling of the qubit to a structured thermal environ-
ment, thereby reducing or enhancing decay. We can treat
this with a simple theoretical model where the decay rate
of the qubit is determined by the coupling of environmen-
tal modes to the qubit transition frequency. The decay
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rate is calculated by the overlap integral,

1/T1 = 2π

ˆ +∞

−∞
dω F (ω, Tm)G(ω)

where F (ω, Tm) is the qubit transition spectral profile
during measurement at a rate 1/Tm and G(ω) is the en-
vironment density of states [33]. In general, the qubit
spectral profile is broadened upon measurement which
results in a different weighted average over the environ-
mental modes. Consequently, when G(ω) varies in fre-
quency, the qubit decay rate can increase or decrease due
to measurement induced broadening of F (ω, Tm). Figure
2c displays the fractional change ∆T1 = (T1 − T 0

1 )/T 0
1 of

the qubit T1 times versus the bath detuning frequency
for different measurement rates. Here T 0

1 specifies the
decay time for a specific bath detuning in the absence
of additional measurement. We note that the effect of
an increased measurement rate is twofold: the non-QND
character of higher measurement rates results in shorter
T1 times (as shown in Fig. 1), and the repeated measure-
ments alter the coupling of the qubit to the synthesized
noise bath. To isolate this second effect, we scale the mea-
sured T1 values to correct for the non-QND contribution
to the measured decay rate, as described in supplemen-
tal information [34]. Since the presence of photons in the
cavity causes an ac Stark shift on the qubit transition, we
have also shifted the the bath detuning values slightly to
make a ratiometric comparison to the no measurement
case.

As illustrated by this comparison (Fig. 2c), the re-
peated measurements result in regions where the mea-
sured T1 time is decreased (anti-Zeno effect, below the
horizontal line) and increased (Zeno effect, above the hor-
izontal line in Fig. 2c) compared to the no measurement
case.

Zeno effects occur because measurement backaction
perturbs the system thereby altering its coupling to the
bath. The backaction of dispersive σz measurements
can be understood by considering the interaction Hamil-
tonian, Hint/~ = −χa†aσz. On one hand, this inter-
action describes an ac Stark shift of the qubit transi-
tion frequency by intracavity photons. Thus, fluctua-
tions of the intracavity photon number leads to fluc-
tuations of the qubit frequency and thus dephasing.
On the other hand, the cavity probe accumulates in-
formation about the qubit state in the energy eigenba-
sis, inducing “spooky” backaction associated with wave-
function collapse [35]. During continuous measurement
both the mechanism of photon number fluctuations and
the acquired qubit state information perturb the qubit
[25, 26, 36], leading to dephasing [37, 38]. The pres-
ence of these two types of backaction (pure dephasing
versus eigenstate information) draws into question the
role of information. Is projection onto an eigenstate an
essential component of the Zeno effects? Indeed, a re-
cent proposal [33] has introduced the concept of a “quasi-

measurement”—an interaction with the environment that
does not necessarily accumulate information about the
state—to clarify the role of wavefunction collapse in the
Zeno effects.

Accordingly, we implement an alternative measure-
ment scheme which only dephases rather than accumu-
lates information about the qubit state. In the proposal
[33], a drive excites the qubit to an auxiliary state which
rapidly decays through spontaneous emission (Fig. 3a).
This sequence implements a quasi-measurement: if the
qubit is in the |e〉 state the system will emit a photon,
making a projective measurement in the energy basis.
Here, we extend this proposal to perform a dephasing-
only “measurement,” where no information about the en-
ergy state is acquired. To do this, we apply a rotation
Rπθ1 on the ωef transition to excite the circuit from |e〉
to |f〉 and then apply a second rotation Rπθ2 to return
the circuit to the |e〉 state. These two rotations result
in an accumulated Berry phase [39–42] on the state |e〉.
To characterize this Berry phase, we perform a Ram-
sey measurement as shown in Figure 3b. The Ramsey
measurements show that the rotations imprint a specific
phase evolution on the qubit state related to the phase
difference of the two rotations. By randomizing the Berry
phase, this interaction completely dephases the qubit
state. Furthermore, because the rotations are conducted
with a classical drive, no information of qubit’s energy
state is acquired in the interaction. These “dephasing
measurements” are similar to the dispersive energy mea-
surements, where entanglement between the qubit and
environment, and subsequent measurement of the en-
vironment, produces a random (owing to the quantum
fluctuations of environment) perturbation on the qubit.
For dephasing measurements, however, the perturbation
is imprinted on the qubit by the relative phase of the
rotations. The quasi-measurements do not acquire in-
formation of energy state populations, but instead only
dephase the state in the energy eigenbasis.

In the experiment, the dephasing measurements are
implemented with two Gaussian pulses (σ = 10 ns) on
the ωef transition separated by 67 ns. The relative phase
between the two pulses is chosen from a pseudo-random
number generator. Because each dephasing measurement
takes the circuit out of the qubit state manifold, repeated
measurements change the effective decay time as shown
in Figure 3c, where the solid line indicates the expected
dependence on the measured T1 based on the dephasing
measurement rate [34].

We now return to our investigation of the Zeno effects.
In Figure 3d, we display the fractional change in T1 versus
bath detuning, repeating the same experimental sequence
as in Figure 2c, but we have replaced the dispersive
σz measurements with dephasing quasi-measurements.
Here we have our central result: the quasi-measurement
scheme exhibits the same decay time pattern as disper-
sive energy measurements when the bath spectrum is lo-
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Figure 3: Dephasing measurements. (a) The proposed
quasi-measurement from [33] involves excitation to an auxil-
iary state and spontaneous decay. An alternative, dephasing
measurement, uses a second π rotation to return the system to
the |e〉 state. (b) A Ramsey measurement on the qubit state
to characterize the effect of the dephasing measurement. The
phase difference of the two rotations in the dephasing mea-
surement imprints Berry phase on the state |e〉. Thus, by
randomizing the Berry phase, the interaction dephases the
qubit. (c) Measured T1 times for different measurement rates
in the absence of the synthesized noise bath. The black line
indicates the expected systematic shift in the measured T1

time due to the time the circuit spends outside of the qubit
manifold [34]. (d) Fractional change in the qubit T1 decay
times in the presence of the synthesized noise bath for differ-
ent qubit–bath detunings and different measurement rates.

cated at specific detunings from the qubit transition. For
increasing measurement rates, we find suppressed decay
(Zeno-effect, above the horizontal line) when the bath
spectrum is near the qubit transition and enhanced de-
cay (anti-Zeno effect, below the horizontal line) when the
bath is further detuned. At higher quasi-measurement
rates the Zeno effects become more drastic. Our data
show that dephasing measurements induce Zeno effects
in a comparable way to projective σz measurements.

To probe how the repeated measurements alter the
qubit–bath coupling we perform continuous wave spec-
troscopy of the qubit transition. Accordingly, a weak
probe is applied at a variable frequency for a duration
of 80µs before a projective measurement determines the
excited state population. Figure 4 shows how the final
excited state population varies as a function of probe
frequency for different measurement rates. By increas-
ing measurement rates, we broaden and modulate the
qubit transition. Dispersive measurements also result in
a slight ac Stark shift of the transition to lower frequen-
cies. The spectroscopy clearly shows how both dispersive
and dephasing measurements perturb the qubit transi-
tion similarly, such that Zeno effects can arise depending
on the spectral properties of the electromagnetic environ-
ment.

The Zeno and anti-Zeno effects occur from an emitter
decoupling from or coupling to its environment. When
random measurement perturbations broaden the emit-
ter’s resonance profile, the emitter samples more or less
of the bath depending on the spectral density of states.
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Figure 4: Spectroscopy. A continuous weak probe at fre-
quency ωp is applied for a duration of 80 µs followed by a
projective measurement. The power-broadened qubit transi-
tion frequency is revealed as an increase in the final excited
state population (black traces). To probe the effects of dis-
persive (a) and quasi-measurements (b), we apply these mea-
surements at different measurement rates: 0.5 MHz, 1 MHz,
2 MHz (red, blue, green, respectivley).

Counter to the original conception of Zeno effects, the
measurements that induce broadening of the emitter’s
transition do not need to acquire information about the
system energy state, but should simply dephase the quan-
tum state.

This experiment demonstrates tools for quantum state
engineering through the interplay of radiative decay (dis-
sipative bath interactions), dispersive interactions (pro-
jective σz measurement), and perturbation by a classical
drive (dephasing from quasi-measurement). These meth-
ods can be extended to higher dimensional quantum sys-
tems to create Zeno dynamics [21, 43–49], where mea-
surement restricts state evolution to certain subspaces.
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