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We investigate the impact of the Adler-Bell-Jackiw anomaly on the nonequilibrium evolution of
strong-field quantum electrodynamics (QED) using real-time lattice gauge theory techniques. For
field strengths exceeding the Schwinger limit for pair production, we encounter a highly absorptive
medium with anomaly-induced dynamical refractive properties. In contrast to earlier expectations
based on equilibrium properties, where net anomalous effects vanish because of the trivial vacuum
structure, we find that out-of-equilibrium conditions can have dramatic consequences for the presence
of quantum currents with distinctive macroscopic signatures. We observe an intriguing tracking
behavior, where the system spends longest times near collinear field configurations with maximum
anomalous current. Apart from the potential relevance of our findings for future laser experiments,
similar phenomena related to the chiral magnetic effect are expected to play an important role for
strong QED fields during initial stages of heavy-ion collision experiments.
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Introduction. Quantum phenomena play an important
role for the interactions of light with matter described
by quantum electrodynamics (QED). A most spectac-
ular quantum process is electron-positron pair produc-
tion from the vacuum in the presence of very strong
electric fields exceeding the Schwinger limit of about
1016 V/cm [1–3]. Recent advances in laser technologies
bring the observation of such non-perturbative dynamical
phenomena into reach [4, 5], and possible experimental
signatures have been investigated extensively [6–11].

Remarkably, one of the hallmarks of quantum field
theory – the breaking of classical symmetries by radia-
tive quantum corrections or so-called quantum anoma-
lies – has not played an important role in this context
yet. This is partly a consequence of the very demand-
ing computational effort: In QED, the Adler-Bell-Jackiw
axial anomaly [12, 13] involves the presence of a mag-
netic field and the relevant nonequilibrium quantum me-
chanical time evolution of the system requires a fully
3+1 space-time dimensional treatment. However, out-of-
equilibrium conditions can have dramatic consequences
for anomaly-induced electric currents: While in Abelian
gauge theories such as QED it is well known that net
anomalous effects can vanish in vacuum or thermal equi-
librium because of the trivial vacuum structure, such
a cancellation does not occur for far-from-equilibrium
states encountered during real pair-production processes.

In this Letter we demonstrate that for large electro-
magnetic fields the interplay between Schwinger pair pro-
duction and the axial anomaly leads to a highly absorp-
tive medium, whose anomalous refractive properties are
dynamically induced by the produced particles and their
non-linear interactions with the applied fields. We de-
termine macroscopically observable consequences, such
as plasma oscillations with an anomalous rotation of
the electric field direction, which give direct informa-
tion about the underlying quantum phenomena. This

anomaly-induced dynamical refringence is fundamentally
different from the dispersive phenomena that have been
previously discussed, such as vacuum birefringence in a
magnetic field [14, 15].

Our results are obtained from ab initio calculations us-
ing real-time simulation techniques for lattice QED with
Wilson fermions following Refs. [16–24]. In this nonper-
turbative approach the full quantum nature of fermions is
taken into account while the bosonic gauge-field dynam-
ics is accurately represented by classical-statistical sim-
ulations for relevant field strengths. For the first time,
this allows us to determine the nonequilibrium time evo-
lution of QED in the presence of both magnetic as well
as electric fields exceeding the Schwinger limit for pair
production, including the crucial back-reaction of the in-
duced currents on the applied fields. The necessary 3+1
dimensional description of the non-linear interplay be-
tween strong fields and produced matter becomes possi-
ble because of algorithmic advances [24], using large-scale
computational resources [25].

Apart from the potential relevance of our findings
for future laser experiments, similar phenomena are ex-
pected to play an important role for the strong QED
fields appearing during the early stages of non-central col-
lisions with relativistic heavy nuclei at the Large Hadron
Collider at CERN, or the Relativistic Heavy Ion Collider
at Brookhaven National Laboratory. The non-Abelian
version of the axial anomaly in quantum chromodynam-
ics (QCD) has attracted great interest in the context of
the so-called chiral magnetic effect [26, 27], which has
been proposed as an explanation for the electric charge
asymmetry in non-central heavy-ion collisions [28]. Re-
cently, the chiral magnetic effect has also been studied
in condensed matter physics and its observation in Dirac
semimetals has been reported [29, 30].

Axial anomaly in QED. Anomalies have the important
consequence that certain constants of motion of the clas-
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sical theory are no longer conserved when quantum ef-
fects are taken into account. In QED, the axial anomaly
affects the axial current expectation value jµ5 = 〈ψ̄γµγ5ψ〉
involving the different chiral components of the Dirac
fermion field ψ with Dirac matrices γµ for µ = 0, 1, 2, 3
and γ5 = iγ0γ1γ2γ3. The four-divergence of this current
is a sum of two distinct terms:

∂µj
µ
5 = 2im 〈ψ̄γ5ψ〉 −

e2

8π2
Fµν F̃

µν . (1)

While the origin of the contribution proportional to the
electron mass m can be understood from the mixing of
the different chiral field components in the presence of
a mass, the second term reflects the anomaly present
in the quantum theory [12, 13]. The anomalous con-
tribution is described in terms of the electromagnetic
field strength tensor Fµν = ∂µAν − ∂νAµ and its dual

F̃µν = 1
2ε
µνρσFρσ. In the absence of the anomalous

term, Eq. (1) represents a continuity equation in the
massless limit, for which the corresponding axial charge
Q5 =

∫
d3xj05 =

∫
d3x 〈ψ̄γ0γ5ψ〉 is classically conserved.

Moreover, by introducing the Chern-Simons current
Kµ = 4εµνρσAν∂ρAσ, the anomalous term in (1) can
be written as a total divergence

∂µK
µ = Fµν F̃

µν = 4E ·B , (2)

which is related to the scalar product of the electric (E)
and the magnetic (B) field. The total divergence reduces
to boundary contributions upon space-time integration.
Since the vacuum or thermal equilibrium state is triv-
ial in QED – unlike in non-Abelian gauge theories – the
relevant net production of axial charges in QED is van-
ishing for the time translation invariant equilibrium sit-
uations. In contrast, the non-trivial vacuum structure
of non-Abelian gauge theories such as QCD leads to a
non-conservation of the axial charge in this case [31, 32].

In the following, we point out that even for an Abelian
gauge theory, such as QED, out-of-equilibrium con-
ditions can have dramatic consequences for anomaly-
induced currents. More specifically, we demonstrate that
Schwinger pair production in strong-field QED leads to
nonequilibrium states for which the axial anomaly results
in a very significant axial charge density with intriguing
observable consequences.

Nonequilibrium strong-field QED. In a realistic situa-
tion, the phenomenon of real electron-positron pair pro-
duction represents a nonequilibrium problem for which
a strong electromagnetic field is present at some initial
time ti. Once matter is produced, it will back-react on
the applied field such that the total energy is conserved.
In general, this situation is not time translation invariant
and involves far-from-equilibrium states. The net axial
charge produced at some later time tf > ti is given by
Q5(tf )−Q5(ti), where typically neither ti nor tf may be
taken to the remote past or infinite future.

FIG. 1: Schematic current generation for different values of
the angle ϕ between the magnetic and electric field directions.
(a) For ϕ = π/2, only a regular current jreg is generated par-
allel to the electric field. (b) For ϕ = 0, an anomalous current
janom is induced in addition to jreg. Both of them point in
the same direction. (c) For arbitrary values of the angle, jreg
and janom point in different directions. Accordingly, the total
current jtot is not parallel to the electric field direction.

This represents a demanding initial-value problem
in nonequilibrium quantum field theory, which can be
treated from first principles employing functional inte-
gral techniques on the Schwinger-Keldysh closed time
path [33, 34]. An important simplification occurs in the
strong-field regime, where the gauge field dynamics can
be accurately mapped onto a classical-statistical prob-
lem which can be solved on a computer [16–24]. Since
the fermion fields appear quadratically in the QED ac-
tion, they may be taken into account without further
approximations by using a mode-function expansion [16]
and discretizing the system on a hypercubic lattice us-
ing Wilson fermions following Refs. [19, 20]. The Wilson
regularization ensures that the axial anomaly is correctly
reproduced in the continuum limit [23, 24, 35, 36].

For our studies, we choose initial conditions which cor-
respond to the fermion vacuum, i.e. vanishing axial and
vector charges, in the presence of a static magnetic field
in the z-direction: B = B0ez. In the fermion sector, this
is implemented via diagonalization of the corresponding
Dirac operator at initial time ti = 0. We do not con-
sider possible initial-state fluctuations in the gauge field
sector as they play a minor role for the dynamics in the
strong-field regime. Instead of initializing a static elec-
tric field E0 = E0eϕ, where eϕ is the unit vector in the
y–z–plane with angle ϕ = ](ez, eϕ) (cf. Fig. 1), we trig-
ger the dynamics by an external field pulse E0 = E0(t)eϕ
with

E0(t) = E0 sech2(ω(t− t0)) . (3)

Apart from the fact that this choice allows comparisons
to earlier numerical studies with purely electric initial
configurations [19, 37], the pulse (3) is very efficient in
producing axial and vector charges during a short time
interval while not accelerating them too much, which re-
duces the computational cost and renders our numerical
simulations manageable. We emphasize, however, that
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the qualitative behavior for the employed initial configu-
ration and a static applied field is very similar.

To accurately resolve low-momentum fermion and
axial charge production, a large spatial volume
V =

∏3
i=1 aiNi is required, where ai denotes the lat-

tice spacing and Ni the number of lattice sites in the
i–direction. On the other hand, the ultraviolet properties
are probed during the time evolution owing to the fact
that electric fields accelerate particles to high momenta,
which can only be properly resolved by small values of ai.
We perform our simulations on a 20× 20× 40 grid with
lattice spacings ax = ay = 0.08m−1 and az = 0.06m−1,
which reflects the anisotropy of the initial field configu-
ration. Translation invariance in the z-direction allows
to perform a partial Fourier transformation to decrease
the numerical cost. In the following, we initialize an ex-
ternal electric pulse (3) with E0 = 20Ec, ω = 1.2m and
t0 = 2.5m−1 at an initial angle of ϕ(0) = 25◦ in the
presence of a static magnetic field B0 = 4.9Bc, where

Ec = m2/e ' 1.3 · 1016 V/cm,

Bc = m2/e ' 4.4 · 1013 G.

Here we follow particle physics conventions, setting the
speed of light c and reduced Planck constant ~ to unity.

Anomaly-induced dynamical refringence. Exceeding
the critical field strength Ec, virtual electron-positron
fluctuations are expected to be separated to become real
particles [1–3]. Though magnetic fields cannot create
particles directly, they can have an influence on parti-
cle production, introducing discrete energy levels as has
been pointed out for collinear electric and magnetic fields
with ϕ = ](E,B) = 0 [38–41]. In fact, the parallel case is
special since the induced current from produced particles
always parallels the applied electric field, as is the case
also for E and B perpendicular to each other (cf. Fig. 1).
Most important, in the absence of the axial anomaly the
induced current and the electric field would be collinear
for any other values of the angle between E and B. It is
only the anomaly term in (1) that leads, in addition to a
regular current jreg parallel to E, to the generation of an
anomalous current component janom parallel to B. Con-
sequently, for general ϕ = ](E,B) the presence of the
quantum anomaly manifests itself in a distinctive macro-
scopic property of the total induced current.

In Fig. 2, we display the time evolution of the y– and z–
components of the electric currents ji = e 〈ψ̄γiψ〉 as well
as the corresponding electric field components as a func-
tion of time. Since ∇×E(t) = 0, the magnetic field of the
system remains constant. Similar to a purely electric con-
figuration, the interplay between particle production and
subsequent screening of the electric field results in plasma
oscillations [19, 20, 42]. By comparing the upper and the
lower graph of Fig. 2, the zero crossings of each current
component are seen to occur around the same time as the
extremum of the respective electric field component and
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FIG. 2: Time-evolution of the non-vanishing electric current
and electric field components. (a) The total current results
from a regular and an anomalous contribution. Accordingly,
the y– and z–components oscillate out of phase. (b) The y–
and z–components of the electric field are also out of phase.
As a consequence, E rotates relative to B, cf. Fig. 3. Shown is
also the initial pulse whose amplitude is rescaled by a factor
of five for better visualization.

vice versa. However, in contrast to the Schwinger effect
in a purely electric configuration, for which the electric
current is always anti-parallel to the electric field so that
all field components oscillate with the same plasma fre-
quency, we now observe that the oscillations of the y–
and z–components are out of phase.

This intriguing behavior can be traced back to the
production of an anomalous electric current along the
magnetic field direction owing to the chiral magnetic ef-
fect [26, 27, 43]: The spin of particles tends to align in
magnetic fields and results in a correlation between elec-
tric charge, chirality and momentum. Positively charged,
right-handed particles move along the magnetic field lines
while negatively charged right-handed particles move in
the opposite direction. This effect is usually canceled
by the inverse behavior of the left-handed particles. For
E · B 6= 0, however, an imbalance between right- and
left-handed particles is produced such that an anoma-
lous electric current along the magnetic field direction is
generated,

~janom = σ5(q5(t)) ~B, (4)
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FIG. 3: Anomalous rotation of the dynamical electric field
as described by the time-dependent angle ϕ(t) = ](E(t),B).
The evolution exhibits tracking behavior, where the system
spends longest times near collinear field configurations with
maximum quantum current.

where σ5(q5(t)) is the dynamical anomalous conductivity,
which cannot be reduced to a static quantity in our case.

We point out that the anomalous rotation of the elec-
tric field direction is in general an important consequence
of this effect, and we display the time evolution of the
angle ϕ(t) in Fig. 3. Only for the specific initial values
ϕ(0) = 0, π (parallel) and ϕ(0) = ±π/2 (perpendicular)
no anomalous rotation occurs (cf. Fig. 1). Most remark-
ably, we find that for general initial configurations the
evolution exhibits tracking behavior: Irrespective of the
initial condition details, the system spends longest times
near collinear field configurations with maximum quan-
tum current, while disfavoring orthogonal fields with no
anomalous current generation. In fact, ϕ = ±π/2 turn
out to be unstable stationary points (u), where even ar-
bitrarily small deviations lead to the generation of ax-
ial charges and, accordingly, to an anomalous rotation
of the electric field direction. The collinear tracking so-
lutions (s) represent an important self-focusing mecha-
nism, which makes our phenomenon of anomaly-induced
dynamical refringence very robust and different from con-
ventional dispersive phenomena described in terms of ma-
terial constants.

Axial charge production. Our simulations allow us for
the first time to check the Abelian anomaly equation (1)
out of equilibrium by explicitly computing all the differ-
ent terms appearing on its left and right hand side. For
the time evolution of the axial anomaly in non-Abelian
gauge theories we refer to Refs. [23, 44]. We study the
time-integrated and volume-averaged anomaly equation:

q5(t) = 2im

t∫
0

〈ψ̄γ5ψ〉 dt′ −
e2

2π2

t∫
0

E ·B dt′ . (5)

We first compute the axial charge density q5(t) directly.
The solid (blue) line of Fig. 4 clearly demonstrates the
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FIG. 4: Generation of the axial charge density q5 as a func-
tion of time. In addition, the different contributions on the
r.h.s. of the space-time integrated anomaly equation (5) are
shown. The fact that they sum-up to give q5 within numerical
errors is a direct consequence of the quantum anomaly and
an important verification of our nonequilibrium approach.

generation of the axial charge density and its nonequi-
librium time evolution. In addition, we display the
individual contributions appearing on the r.h.s. of (5)
with the time-integrated pseudoscalar condensate (first
term/dotted orange curve) and anomaly term (second
term/dashed-dotted red curve). The dashed (black)
curve represents their sum and the agreement with q5
within numerical errors reflects the underlying quantum
anomaly and the ability of our methods to capture the
intriguing phenomena associated to it. In fact, the exact
reproduction of the anomaly equation is only expected in
the continuum limit [35, 36]. While lattice artifacts from
the Wilson term are negligible, the dominant error in our
numerical results is due to the finite system size V and
lattice spacings ai. Based on restricted variations thereof,
we estimate the total numerical error for the quantities
considered to be of the order of a few percent, in over-
all agreement with the above consistency check of the
anomaly equation.

Conclusions. We have shown that the Adler-Bell-
Jackiw anomaly, which does not contribute in vacuum-to-
vacuum transitions in QED, has dramatic consequences
in strong-field QED out of equilibrium. Using ab initio
real-time lattice techniques, we demonstrated that ax-
ial charges can be produced during the time evolution
of the unstable QED vacuum in the presence of nonper-
turbatively large electromagnetic fields. For general an-
gles between the initial electric and magnetic fields, we
discovered a highly absorptive medium, whose anoma-
lous refractive properties are dynamically determined by
tracking solutions with maximum quantum current.

In principle, this new medium is accessible to future
high-intensity laser experiments where, e.g., two counter-
propagating optical laser pulses produce a slowly varying,



5

standing-wave magnetic field which is superimposed by
a single attosecond pulse in the focal region [45]. The
intriguing dynamics of Fig. 2 leads to an anomalous ro-
tation of the fermionic current which is detectable by
spectrometric measurements. Similar aspects of the chi-
ral magnetic effect may also be studied during the early
stages of non-central heavy-ion collisions, where electro-
magnetic probes such as direct photons represent impor-
tant messengers of the nonequilibrium early-time dynam-
ics, or in Dirac semimetals, where the underlying chiral
magnetic effect has been observed [29, 30]. Related se-
tups using ultracold quantum gases [46] may provide an-
other very promising route to uncover the fundamental
quantum phenomena that are predicted here.
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