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We demonstrate that a homogeneous porous medium composed of sedimentary particles develops
channels due to curvature driven growth of fluid flow coupled with an increase in porosity. While
the flux is increased linearly, the evolution of porosity is observed to be intermittent with erosion
occurring at the boundaries between low and high porosity regions. Calculating the spatial distri-
bution of the flow within the medium and the fluid stress given by the product of the fluid flux and
the volume fraction of the particles, we find that the system organizes itself to be locally near the
threshold needed to erode the weakest particles. A statistical model simulating the coupling of the
erosion, transport, and deposition of the particles to the local fluid flow and porosity is found to
capture the overall development of the observed channels.

PACS numbers: 45.70.Qj, 47.56.4r, 47.57.Gc, 92.40.Pb

Change in porosity of an erodible medium induced by
fluid flow is important to the structure of aquifers, dam-
breaks, and many aspects of extraction and sequestration
of hydrocarbons in the subsurface [1-7]. High rates of
fluid injection in hydraulic fracturing have been shown
to be correlated with higher incidences of seismicity [8].
Porosity changes can occur due to several reasons rang-
ing from hydrodynamic interactions with the flow to re-
active transport that dissolves away material resulting in
ramified patterns, caves and wormholes in initially ho-
mogeneous porous rock [1, 9, 10], and growth of active
matter [11]. Here, we focus on hydrodynamic processes
which lead to heterogeneity of a granular bed as a step
toward understanding this broad range of problems.

Significant work examining erosion and network
growth at the surface of an erodible bed due to runoffs
and seepage flow has been reported [12-15]. While these
studies provide valuable perspective, the overland flow
dynamics can be rather different from those within the
subsurface. Studies of fluid injected into loosely con-
solidated granular materials have been performed moti-
vated by finding analogies to Saffman-Taylor instability
in zero-surface tension fluids [16-18], and capillary frac-
turing [19, 20]. Further, the effect of the flow on the con-
version of the solid phase to eroded material due to the
hydrodynamic shear stress and the frictional stress of the
mobile particles carried by the liquid and its feedback on
the growth of heterogeneity and channel networks have
been considered only recently [21]. However, most exper-
imental studies investigating the changes in porosity due
to erosion have been limited to measurement of overall
throughput [22, 23] because of the difficulties in obtaining
dynamic properties within the bulk.

We investigate the spatial evolution of porosity when
a fluid is pumped through an erodible medium due to
internal erosion by developing a quasi-two dimensional
model of particles contained within a thin fracture. The
experimental system consists of a horizontal rectangular
glass chamber which is L = 290 mm long, W = 292 mm

wide, and h = 1.85 mm high (see Fig. 1(a)). The medium
is prepared by tilting the system slightly, and slowly de-
positing glass particles with diameter d = 1.21 + 0.1 mm
and density 2500 kgm~2 down the incline into the cham-
ber. A narrow ledge separates the chamber and the inlet
reservoir preventing the particles from moving into the
inlet reservoir. The deposited particles quickly come to
rest after colliding with the particles which are already
present. This fact is exploited to shape the initial in-
terface by varying the amount of particles poured as a
function of width and obtain a mono-layer with a vol-
ume fraction of particles ¢ = 0.434+0.02 [24]. Water with
density py = 1000kg m~—> and viscosity ¥ = 0.89mPas
is injected uniformly across the system with a prescribed
flux Jy. In order to further initialize the system, wa-
ter is injected with J; = 0.15mms™! to fully immerse
the chamber in water and prevent any air pockets from
forming. Then, the system is kept horizontal and the
flow rate is ramped to a desired value to begin an exper-
imental run. A reservoir at the exit collects any eroded
material which leaves the chamber, and thus prevents it
from recirculating. The system is illuminated using a col-
limated beam of light which passes straight through the
liquid but bends when passing through the glass particles
rendering them dark. This contrast is used to track the
particles and obtain ¢.
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FIG. 1. (a) A schematic top and side view of the experimental
apparatus. (b) The percentage of isolated grains observed to
move as a function fluid flux Jy. The vertical dashed line
corresponds to the mean fluid flux J. = 26.3mms~! required
to dislodge a grain at rest on the substrate.
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FIG. 2. (a-e) Difference images of the central 207d x 215d area of the system indicate where erosion (black) and deposition
(white) has occured as the flow is increased. (a) J;/J. = 0.06, (b) J¢/J. = 0.41, (¢) Jy/J. = 0.52, (d) J¢/J. = 0.54, and (e)
Js/Je = 0.64. (f-j) vy normalized by the corresponding J; and the streamlines (white line) are plotted in the row below. A
contour corresponding to ¢ = 0.22 (black line) demarcates regions with high and low porosity. (k-o) Probability distribution
functions (PDF) of the product of ¢ and vy. All values are to the left of the vertical dashed line (see text).

To measure the flux required to dislodge particles at
rest on the substrate, experiments were performed with
particles dispersed sparsely inside the chamber. From the
percentage of particles that are dislodged as a function
of J; (see Fig. 1(b)), we find the mean critical flux J. =
26.3mm s~ ! and the standard deviation o, = 8.9mms—".
The dispersion arises due to the size distribution and non-
sphericity of the particles. While smaller particles are
easier to dislodge compared to large ones [28], a particle
can have different threshold for motion depending on its
projected surface area perpendicular to flow and its cen-
ter of mass relative to the pivot point on the substrate
depending on its non-sphericity and roughness. This can
lead even a single particle to have a distribution of thresh-
olds for motion depending on its sphericity. Nonetheless,
the mean fluid flux J. can be used as a reference to un-
derstand the conditions required to erode particles in the
porous medium.

We first discuss the evolution of porosity starting with
an example where the medium is prepared with a concave
interface between low and high porosity regions. Fig-
ure 2(a-e) shows difference images of the medium as the
fluid flux is increased linearly. We observe that parti-
cles erode initially near the interface with the greatest
concavity, but travel only a short distance before get-
ting redeposited. If the flow rate is now held constant
at this point, no further erosion is observed. As the flux
is increased, erosion spreads to a wider region, and the

eroded particles move further before redepositing, lead-
ing to a roughening of the interface. A channel develops
and grows upstream with time, while the redeposited par-
ticles spread out in the shape of a river delta with sec-
ondary channels. In contrast with studies in which air
is injected into a fluid-particle mixture and where sur-
face tension is important [25], the interface appears more
diffused and no significant piling of grains at the inter-
face can be observed in our experiments. Thus, the ob-
served growth is more similar to curvature driven growth
of seepage channels observed in granular beds [26] and
river delta formation [27] than the invasion of a front as
in Saffman-Taylor instability [22, 23].

To quantify the dynamics of erosion, we plot the vol-
ume fraction of the particles which are mobile ¢,, as J¢ is
increased in Fig. 3(a). Here, particles are defined as mo-
bile if they move a distance of at least d/5 in one second.
Small precursors are observed (see magnified plot in the
inset) before a large avalanche occurs when J;/J, ~ 0.34.
Even after this event, the erosion is not continuous in
time but rather progresses in avalanches as also observed
near channel heads in seepage driven erosion [26]. To
elucidate the packing dynamics, we plot in Fig. 3(b) the
change in volume fraction A¢,ye averaged over the view-
ing area. Slip-Stick motion is observed similar to other
driven systems such as grains partially filled in a rotated
drum [29]. This collective behavior can be understood
from the fact that the erosion of a particle in the packing
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FIG. 3. (a) ¢m as a function of increasing imposed flux. In-
set: Precursors can be observed before the large avalanche at
Jg/Je ~ 0.34. (b) Adave as a function of Jy shows slip-stick
motion.

is not only dependent on the stress applied by the fluid
but also on the net force applied by the particles in con-
tact. Thus, while a particle may be above its threshold
of motion due to the shear applied by the local fluid flow,
it can be held in place because of neighboring particles
which are below their threshold of motion. Thus, collec-
tive motion can occur when particles with higher than
average erosion thresholds, that are located downstream,
are dislodged.

We next obtain the fluid velocity within the system
assuming the Poisson equation V - (k VP) = 0, where
K is the local permeability which depends on ¢, and
P is the pore pressure. Then, by performing experi-
ments measuring the pressure gradient across a uniformly
filled chamber, we have r(¢) = 0.285(1 — 2.14¢) mm? for
0 < ¢ < 0.45. Numerically solving the Poisson equa-
tion on a square grid using the method of relaxation,
we obtain the fluid velocity vy = =2 VP . A test com-
parison of the fluid flow obtained numerically and those
observed in experiments is found to be in good agree-
ment [24]. Figure 2(f-j) shows the local magnitude of
the fluid velocity vy = |vs| obtained numerically along
with the streamlines of the fluid flow. A contour line cor-
responding to half the maximum ¢ indicates the relative
locations of the high and low porosity regions. The shape
of the interface leads to convergence of the fluid stream-
lines to where the interface is concave before spreading
out. Further, vy is greatest inside the channels where
the medium has eroded and where the interface concav-
ity has increased which leads to further increase in fluid
flow to that region. From the velocity maps, we also infer
that the eroded particles move further before they rede-
posit as Jy is increased. The redeposition occurs because
vy decreases as the fluid spreads out as it emerges into
the higher porosity region (see streamlines in Fig. 2(f-h).)
Because the amount of sediments that a fluid can carry
is related to the velocity of the fluid flow [30], this causes
the particles to redeposit as evidenced by the fan which
develops in the later stages shown in Fig. 2(c-e).

The mean force acting on a stationary particle due to
the viscous drag is linearly proportional to vy, v, and d.
Because the fluid viscosity and the particles are not var-
ied in our experiments, we only examine the functional

dependence of the fluid velocity on stress. Further, one
can expect the effective stress due to the drag to be pro-
portional to ¢. While detailed form of the stress will
depend on the geometry of the packing, it is expected
that the stress goes to zero when ¢ — 0. For these rea-
sons, we use the product vy¢ to gauge the hydrodynamic
stress acting on the medium. From the corresponding
probability density functions (PDFs) shown in Fig. 2(k-
0), it can be noted that vs¢ < 8mms™' indicated by
the vertical dashed line in each case, while v; itself can
range up to 30 mms~!. Thus, in regions where ¢ ~ 0.43,
v < 18.6 mm ™! which is at the lower end of the .J. needed
to dislodge a single particle in the system. Hence, we con-
clude that the spatial distribution of the porosity orga-
nizes itself such that the system remains near the thresh-
old needed to erode the most weakly held particles in the
system, once the condition for erosion is reached. For
this reason, J needs to be ramped up to further evolve
the porosity of the system.

To further investigate the effect of porosity inhomo-
geneity on erosion, we performed experiments with var-
ious curvatures of the initial interface. Figure 4(a-c)
shows snapshots of experiments performed with various
idealized interfaces. To highlight the regions where ero-
sion and deposition has occurred, we show the differences
of images for a given flow rate with an image taken be-
fore flow was applied. The shape of the initial interface
is characterized by the curvature C; given by the ratio of
the system width W and the radius of curvature of the in-
terface at the center. We find that while a channel grows
in the middle when the interface is concave, the channel
grows typically at the side in case of a convex interface.
Further, more channels typically start to grow when the
interface is flatter under otherwise similar conditions.

Based on these observations, we have developed a sta-
tistical model to simulate and understand the main fea-
tures needed to capture the flow dependent evolution of
an erodible medium. We use a square grid to partition
the system and initialize the sites with a volume frac-
tion ¢ drawn randomly between 0.40 and 0.45 to rep-
resent areas where particles are present, and zero other-
wise. Each lattice site is assigned an erosion threshold
e, with a distribution similar to that measured in the
experiments [24] to capture the effect of particle size and
sphericity variation. The fluid velocity is then computed
by numerically solving the Poisson equation with an im-
posed flux which is ramped up linearly as in the experi-
ments. Then, erosion is assumed to occur only at lattice
sites which border empty sites, and if the fluid velocity
is found to exceed e,, at that location due to the force
exerted by the fluid flowing through that site. Further,
particles at a particular site are also assumed to erode
if the flow in a neighboring site exceeds a critical value
e; to simulate the effect of tangential shear in dislodging
particles. The eroded material is assumed to be trans-
ported by the fluid flow with a velocity which is half the
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FIG. 4. Difference images indicating regions where erosion
(black) and deposition (white) has occurred in experiments
with (a) C; = 0.7; J¢/J. = 0.53 (b) C; = —0.24; J¢/J. = 0.83
and (¢) C; = 0; Jy/J. = 0.83. Line indicates the location of
the initial interface. (d-f) Maps of the volume fraction ¢, and
the streamlines observed in corresponding simulations with
idealized interfaces (d) C; = 0.7; Jy/J. = 0.59, (e) C; =
—0.11; J¢/J. = 0.66, and (f) C; = 0; J¢/J. = 0.67. (g) Ads
in the simulations is observed to decrease with magnitude of
C;. (h) The distribution of thresholds used affects the onset
of erosion but its overall progress remains similar well above
onset.

local fluid velocity based on typical motion of particles
observed in the experiments. We also assume that the
moving particles experience a 5% lateral migration at
random toward the direction with lower v¢ to simulate
observation that the particles are pushed sideways out of
the way by the moving fluid. The eroded material is as-
sumed to be deposited if the fluid velocity falls below e,
at that lattice site to capture observations. Further, the
particles are assumed to be deposited if their motion is
obstructed by the presence of sites with ¢, > 0.40 along
their trajectory.

Fig. 4(d-f) shows the erosion patterns obtained using
the simulations corresponding to experiments with sim-
ilar curvatures as in Fig. 4(a-c). In each simulation, we
have assumed that the average e, = J. and e; = 2.5J,,
where J. is chosen to have a Gaussian distribution with
the mean and standard deviation similar to that mea-
sured in the experiments. We observe similar overall de-
velopment of porosity with channels forming where fluid
can be expected to converge given the overall curvature
of the interface. In all cases, one observes that channel-
ization is well progressed even though Jy < J.. As we
show next using the simulations, this occurs because of
not only the convergence of flow but also the distribution
of threshold for erosion of individual particles.

The effect of the curvature on J. needed to erode a

channel is examined by plotting the eroded volume frac-
tion of the particles in the simulations A¢, in Fig. 4(g) for
C; > 0. It can be noted that erosion starts at a lower Jy
in case of higher C;. This is consistent with the fact that
greater fraction of fluid converges to a region with higher
curvature as evident from the streamlines of the flow in
Fig. 4. We also plot in Fig. 4(g) A¢s in case of the con-
vex interface shown in Fig. 4(e). Here erosion starts at a
lower Jy/J. compared to a flat interface and comparable
to concave case with similar magnitude of curvature. One
can understand both these observations in the context of
the fluid flow resulting from such an initial interface. Be-
cause of the convex interface, flow is distributed to the
sides leading the channels to develop near the side of the
system at lower threshold compared to a flat interface.
Because of the presence of the side boundaries, less flow
converges to the channel that forms leading it to grow
less slowly compared to when the channel is formed at
the center. Thus, the overall flow geometry and bound-
ary conditions besides the interface curvature have to also
be taken into account in fully understanding the location
and growth of the channels.

The plots of eroded ¢ also show that channels develop
at Jy/J. < 1 even in case of C; ~ 0. To understand
this lower onset even in case of C; = 0, we plot Ag,
in Fig. 4(h) observed in the simulations using forms of
distributions for J; other than the Gaussian distribution
used to model the observed fluctuations in the thresh-
old. In particular, if e, is taken to be constant and equal
to J., i.e. a delta function, we find that erosion com-
mences for Jy/J. closer to 1. One observes that Jy/J.
still remains somewhat lower than 1 because of the small
fluctuations in ¢ within the system which leads to local
variation in vy. If, on the other hand, the fluctuations
in e, are increased in the simulations by assuming a flat
distribution between J¢—o. and Jy+o., we find that ero-
sion commences, comparatively, at slightly lower J/J..
Thus, we conclude from the simulations that the particles
which dislodge at lower threshold of fluid flow, i.e. the
weakest, lead to greater porosity in that region. The re-
sulting higher flow causes the particles that have greater
threshold of erosion to then also erode. This feedback is
observed to lead to robust growth of channels for Jy/J.
well below 1. Nonetheless, the detailed nature of the dis-
tribution is not observed to affect the overall progress
of erosion with similar growth of A¢, for large enough
J¢/Je as in Fig. 4(h).

In summary, we have demonstrated that flow through
a thin porous medium results in the development of chan-
nels which grow upstream due to a convergence of fluid
flow similar to those observed in curvature driven seep-
age erosion systems. Further, a multiscale model which
uses a statistical physics approach is observed to capture
the overall evolution of porosity in the experiments.
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