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We demonstrate that measurements of rapidity differential anisotropic flow in heavy ion collisions
can constrain the temperature dependence of the shear viscosity to entropy density ratio η/s of QCD
matter. Comparing results from hydrodynamic calculations with experimental data from RHIC,
we find evidence for a small η/s ≈ 0.04 in the QCD cross-over region and a strong temperature
dependence in the hadronic phase. A temperature independent η/s is disfavored by the data. We
further show that measurements of the event-by-event flow as a function of rapidity can be used
to independently constrain the initial state fluctuations in three dimensions and the temperature
dependent transport properties of QCD matter.

Introduction The matter produced in ultra-
relativistic heavy ion collisions at the Relativistic Heavy
Ion Collider (RHIC) and the Large Hadron Collider
(LHC) has been shown to behave like an almost per-
fect fluid. It is well described by viscous relativistic hy-
drodynamics with one of the smallest shear viscosity to
entropy density ratios, η/s, ever observed (see [1–3] for
recent reviews). So far, most hydrodynamic simulations
of heavy ion collisions assume a temperature indepen-
dent η/s, which is then extracted from measurements.
However, it is well known that the η/s of quantum chro-
modynamic (QCD) matter cannot be constant [4, 5]: it
is expected to display a strong temperature dependence
and have a minimum around the phase transition/cross-
over region – a behavior shared by many fluids in nature
[6]. Understanding and quantifying this temperature de-
pendence around the transition from hadronic matter to
the quark-gluon plasma (QGP) is of fundamental impor-
tance as it will reveal the true transport properties of
QCD matter in the strong coupling regime.

Recent progress in the experimental precision and the
study of new observables [7–9] has opened up the path
towards a quantitative determination of the transport
properties of fundamental QCD matter, in particular, the
extraction of the temperature-dependence of the shear
viscosity [9] and even bulk viscosity [10, 11]. At this
point, most of the theoretical effort in this direction used
simplified dynamical descriptions of the collision that
simulate the evolution of the produced QCD matter only
in the mid-rapidity region and neglect the dynamics and
fluctuations in the longitudinal direction (along the beam
line).

With the advent of 3+1 dimensional event-by-event
relativistic viscous fluid dynamic simulations [12–15], this
limitation is removed and we have theoretical access to
the entire space time evolution of the medium produced
in heavy ion collisions. This can be of particular im-
portance to the extraction of transport coefficients since
temperature (and baryon chemical potential) profiles of
the medium vary in the longitudinal direction, such that
particles produced with different momentum rapidities
provide access to a range of varying medium properties,

even at a fixed collision energy.
In this letter we propose to make use of this fact to

extract the temperature dependence of η/s from the ra-
pidity dependence of experimental observables. We em-
ploy a hydrodynamic simulation with an initial state
that describes fluctuations of both net-baryon and en-
tropy density in all three spatial dimensions. We show
that the rapidity dependence of the flow harmonic coef-
ficients v2 and v3, which measure the azimuthal momen-
tum anisotropy of the particles produced in the collision,
is sensitive to the temperature dependence of η/s. We
find that agreement with experimental data requires a
strong temperature dependence of η/s at lower tempera-
tures and a minimum value in the transition region that
is considerably smaller than previous predictions made
assuming a constant η/s. We also constrain the rate at
which this transport coefficient can grow as the temper-
ature becomes larger.

Previous calculations have generally not been able to
describe the pseudorapidity dependence of v2 [13, 14, 16,
17]. The discrepancy was first attributed to deviations
from equilibrium away from mid-rapidity in Ref. [16, 18].
Indeed, our results indicate that the transport param-
eters and their temperature dependence are essential to
achieve agreement with the data. We note, however, that
the shape of the initial rapidity profile of the energy den-
sity, which is affected by longitudinal fluctuations [19–
21], is also important. For example, while first results
on the effect of temperature dependent transport param-
eters on the rapidity dependence of v2 were presented
in [14], both the lack of fluctuations and the choice of
temperature dependent transport parameters likely con-
tribute to the disagreement between calculations of the
centrality and rapidity dependence of v2 and experimen-
tal data.

We further propose the measurement of the event-by-
event distributions of the vn as functions of rapidity to
constrain the three-dimensional fluctuating initial state.

Initial state model and hydrodynamic evolution
Initial state fluctuations in the transverse plane of the col-
lision were discovered to be essential for the understand-
ing of all observed multi-particle correlations [9, 12, 22–
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28]. In the fully three dimensional description of heavy
ion collisions longitudinal fluctuations could have a sim-
ilarly important effect [19–21]. Here, longitudinal fluc-
tuations are introduced via a simple model that is a
straight forward extension to the Monte Carlo Glauber
model [29]. In this model, nucleons are sampled from
Woods-Saxon distributions, and constituent quarks from
an exponential distribution [30] around the center of each
nucleon. The quarks’ longitudinal momentum fractions x
are sampled from CT10 NNLO parton distribution func-
tions [31] at Q2 = 1 GeV2 with EPS09 nuclear correction
[32] using LHAPDF 6.1.4 [33]. Their initial rapidities
are then given by yq = ±ybeam ∓ ln(1/x), where ybeam
is the beam rapidity and the sign depends on whether
the nucleus is right or left moving. According to a sam-
pled impact parameter, two nuclei are then overlayed and
wounded quarks determined using the quark-quark cross
section σqq. We use Gaussian wounding [34, 35] and
σqq = 9 mb for

√
s = 200 GeV collisions, which repro-

duces the nucleon-nucleon cross section of 42 mb.
The distribution of quarks in rapidity after the collision

is determined using a Monte Carlo implementation of the
Lexus model [36, 37], where the probability for a quark
with rapidity yP to obtain rapidity y after collision with
a quark of rapidity yT (from the other nucleus) is

Q(y − yT ,yP − yT , y − yP ) =

λ
cosh(y − yT )

sinh(yP − yT )
+ (1− λ)δ(y − yP ) . (1)

The parameter λ controls the degree of baryon stopping.
In this work we use λ = 0.22, which reproduces the exper-
imental net-baryon distribution in Au+Au collisions at√
s = 200 GeV. While each quark-quark collision changes

both quarks’ rapidity according to (1), an entropy den-
sity is deposited between the two quarks only for the
last1 quark-quark collision. This method leads to num-
ber of quark participant scaling of the multiplicity. En-
tropy density is deposited in “tubes” around the center
of mass of the two colliding quarks and assumed to be
constant in rapidity for each tube. The normalization of
the entropy density for each tube is varied using nega-
tive binomial fluctuations with the parameters adjusted
to reproduce the measured multiplicity distribution.2 In
the transverse plane we smear the entropy density around
the center of mass position of each pair by a Gaussian of
width σT = 0.2 fm.

This model provides fluctuating entropy and baryon
density profiles that are used as initial conditions for the
hydrodynamic simulation Music [12, 28, 38, 39]. We use

1 Ordering of collisions is done using the quarks’ positions in the
direction parallel to the beam line

2 This method is only approximate because the experimental mul-
tiplicity distribution is uncorrected.

exactly the same setup as described in [37], except that
we employ the relaxation time approximation to compute
both bulk and shear non-equilibrium corrections to the
particle distribution functions, leading to a linear depen-
dence on the particle momentum [40].

The equation of state at finite baryon chemical po-
tential is constructed by interpolating the pressures of
hadronic resonance gas and lattice QCD [41, 42] at
the connecting temperature Tc(µB) = 0.166 GeV −
0.4(0.139 GeV−1µ2

B + 0.053 GeV−3µ4
B) . This ansatz is

motivated by the chemical freeze-out curve determined
in [43]. The temperature region below Tc can be inter-
preted as the hadronic phase and the region above it as
the QGP phase.

The initial time for the hydrodynamic evolution is
τ0 = 0.38 fm/c and kinetic freeze-out occurs at an en-
ergy density of 0.1 GeV/fm3.

Temperature dependent transport parameters
Similar to the investigations in [44, 45] and [9], we em-
ploy a simple parametrization of the temperature depen-
dent shear viscosity to entropy density ratio (η/s)(T ).
Because we allow for finite baryon chemical potential µB

the more natural quantity to specify is (ηT/(ε+ P ))(T )
[46]. At µB = 0 this equals (η/s)(T ). For most rapidities
in
√
s = 200 GeV collisions µB is negligible and we will

use ηT/(ε+ P ) and η/s interchangeably in this work.
We assume a minimum at Tc(µB) and linear tempera-

ture dependencies above and below that minimum

(ηT/(ε+ P ))(T ) = (ηT/(ε+ P ))min

+ a× (Tc − T )θ(Tc − T )

+ b× (T − Tc)θ(T − Tc) , (2)

where a and b are the slope parameters to be varied in
the presented analysis.
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FIG. 1: (Color online) The four scenarios of temperature de-
pendent ηT/(ε+ P ) at µB = 0.

We will study four scenarios. A constant transport
parameter ηT/(ε + P ) = 0.12, a large shear viscosity in
the hadronic phase with (ηT/(ε+ P ))min = 0.04, a = 10
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and b = 0, a large viscosity in the QGP phase using
(ηT/(ε + P ))min = 0.04, a = 0 and b = 10, and a large
hadronic and moderate QGP viscosity using (ηT/(ε +
P ))min = 0.04, a = 10 and b = 2. Figure 1 shows a
comparison of (ηT/(ε+ P ))(T ) in these four scenarios.

In all scenarios the shape of the bulk viscosity’s tem-
perature dependence is the same as employed in [11],
where it is assumed to peak in the transition region. In
this work the peak position is chosen to be at Tc(µB)
and we replace the entropy density s by (ε + P )/T to
account for the finite baryon chemical potential. Note
that the inclusion of bulk viscosity has been shown to be
necessary to describe the mean transverse momentum of
hadrons observed at the LHC for IP-Glasma initial con-
ditions [11]. We remark that the same conclusion holds
for the initial state used in this letter.

Rapidity spectra We present as a baseline the re-
sults for the pseudo-rapidity dependent particle spectra
in comparison to PHOBOS data [47] in Fig. 2. The nor-
malization of the initial entropy density was adjusted
in each scenario to fit the most central (0-3% central)
events. The dip around mid-rapidity is less pronounced
than in models that use a flat rapidity plateau in the ini-
tial entropy density distribution [13]. A large viscosity
at higher temperatures inhibits the longitudinal expan-
sion most and leads to the best description of the spectra
with the used initial state model. At ηp = 4, dN/dηp is
over-estimated by approximately 15% in the two scenar-
ios with the smallest QGP viscosity.
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FIG. 2: (Color online) dN/dηp of charged hadrons in two
different centrality classes for the four scenarios compared to
experimental data from the PHOBOS collaboration [47].

Rapidity dependent anisotropic flow The flow
harmonics vn as functions of pseudo-rapidity are calcu-
lated using the event average

vn{2}(ηp) =
〈vnvn(ηp) cos[n(ψn − ψn(ηp))]〉√

〈v2n〉
. (3)

ψn(ηp) is the event plane at pseudo-rapidity ηp, and vn

and ψn are the average values over the pseudo-rapidity
range |ηp| < 6. We have verified that in the simulation
the resulting vn{2}(ηp) are very close to the root mean

square values
√
〈v2n(ηp)〉. For clarity of notation in the

following we will refer to vn{2}(ηp) from (3) as vn(ηp).
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FIG. 3: (Color online) v2 of charged hadrons as a function of
pseudo-rapidity for the four different shear viscosity scenarios
compared to experimental data from the PHOBOS collabo-
ration [48, 49]. Top: 0-40% centrality. Bottom 3-15% and
15-25% centralities.

We show results for the charged hadron v2(ηp) for
0-40% (top) and 3-15% and 15-25% (bottom) central√
s = 200 GeV collisions and pT > 0.15 GeV in Fig. 3

for the four different scenarios discussed above.3 One can
see that different temperature dependencies lead to varia-
tions in the ηp dependence. Because the average temper-
ature decreases with increasing rapidity, a large hadronic
shear viscosity causes v2(ηp) to drop more quickly with
|ηp|, while a large QGP viscosity makes the distribution
flatter in ηp. The constant ηT/(ε+ P ) case lies between

3 All results for vn(ηp) were symmetrized around ηp = 0 to in-
crease the statistics.
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FIG. 4: (Color online) Prediction for v3 of charged hadrons
as a function of pseudo-rapidity for the four scenarios.

the two cases. Previous calculations using UrQMD in
the low temperature regime, which can be compared to
the case of large hadronic viscosity, show a similar trend
[17, 20] even though with a smaller effect.

The v2 of charged hadrons as a function of pseudo-
rapidity at RHIC has been measured by the PHOBOS
[48, 49] and STAR [50] collaborations. As shown in Fig. 3,
the existing data can already constrain the temperature
dependence of ηT/(ε+ P ). Clearly a large hadronic vis-
cosity is favored by the PHOBOS data, while a constant
value is hard to reconcile with the experimentally ob-
served decrease of v2 with pseudo-rapidity. Assuming
that the initial state is not dramatically different from
our model description, a QGP shear viscosity as large as
the largest one used in this calculation can be excluded.
We note that this scenario predicts a wrong centrality de-
pendence of v2 even at mid-rapidity. The scenario with
large hadronic and moderate QGP shear viscosity is still
compatible with most of the data, although slightly be-
low around mid-rapidity in the 15-25% central case.

We note that we find a larger effect of a large hadronic
viscosity than in [13]. Possible reasons could be that
1) our shear viscosity is larger at low temperatures (75%
larger at T = 100 MeV), and 2) the initial state employed
here changes more quickly with rapidity, compared to the
constant rapidity plateau used in [13].

In Fig. 4 we show the prediction for the pseudo-rapidity
differential triangular flow coefficient v3. We see a faster
drop than for v2 with increasing |ηp|. The measurement
of this quantity can serve as a consistency check for the
temperature dependence of η/s and allow to further con-
strain the three dimensional fluctuating initial state.

As stated above, the experimentally observed shape of
v2(ηp) demands a significant increase of ηT/(ε+P ) with
dropping temperature in the hadronic phase and, at the
same time, only a mild or no increase with increasing
temperature in the QGP phase. Note that increasing the
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FIG. 5: (Color online) Variance of the v2 event-by-event dis-
tribution for different temperature dependent ηT/(ε + P ).
Dash-dotted lines are the scaled variances of the eccentric-
ity distributions in the initial state. The data points are
PHOBOS data [55] for Npart = 214 (≈ 20 − 25%) and 296
(≈ 0 − 5%).

hadronic viscosity will decrease the magnitude of the el-
liptic flow coefficient v2 also at ηp = 0, a quantity that is
already well described by theory. To compensate this ef-
fect the minimum value of η/s had to be reduced by a fac-
tor 3, when compared to the case where an effective vis-
cosity is used, i.e., η/s = 0.12. Hence, the true minimum
of the QCD shear viscosity can be significantly smaller
than what is predicted when extracting an effective tem-
perature independent η/s. Within our framework, the
largest value of the minimum consistent with the exper-
imental data is (η/s)min ≈ 0.04 at zero baryon chemical
potential, i.e., almost one half of the lower bound conjec-
tured using the AdS/CFT duality [51, 52].

Rapidity dependent vn distributions At mid-
rapidity it was found that the vn event-by-event distri-
butions [53] are insensitive to the transport parameters
of the medium (when scaled by the mean value) [54]. If
this is true also at forward rapidities, the distributions
could directly be used to constrain the initial state and
its fluctuations in three dimensions. In Fig. 5 we show
the (scaled) standard deviation of the v2 distributions vs.
pseudo-rapidity (σv2/v2)(ηp) in the first three scenarios
for the shear viscosity temperature dependence. We also
compare to the scaled variances of the eccentricity distri-
butions in the initial state. At RHIC this quantity has
been measured at mid-rapidity by both PHOBOS [55]
and STAR [56].

One can see that 1) at mid-rapidity the scaled vari-
ances are compatible with experimental data from PHO-
BOS [55], 2) there is almost no dependence on the
pseudo-rapidity in all three cases, 3) final results are
close to the initial state results over a wide range in
rapidity, and 4) results are only weakly dependent on
ηT/(ε+P ). Thus, the measurement of cumulants of the
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vn distributions (or the full distributions) as functions
of rapidity will give important information about the 3D
initial state and its fluctuations, largely independent of
the transport parameters of the medium. In particu-
lar it will be interesting to compare predictions for such
distributions from more sophisticated initial state mod-
els, such as the color glass condensate based IP-Glasma
model [28, 57, 58] extended to three dimensions using
JIMWLK evolution [59–63], because it predicts fluctua-
tion scales that depend on rapidity [64, 65].

Conclusions and Outlook We have presented re-
sults from fully 3+1 dimensional viscous relativistic hy-
drodynamic simulations including temperature depen-
dent shear and bulk viscosities and using an initial
state model that provides three dimensional fluctuat-
ing baryon- and entropy densities. We have shown
that different scenarios for the temperature dependent
ηT/(ε + P ) can lead to significantly different results for
the rapidity dependence of elliptic and triangular flow.
Comparison with RHIC data provides strong evidence
that ηT/(ε+P ) cannot be constant but must grow with
decreasing temperature in the hadronic phase. The case
of a strong increase of ηT/(ε + P ) in the QGP phase
((ηT/(ε + P ))(400 MeV) ≈ 2.4) is not compatible with
the experimental data, while a moderate increase in the
QGP ((ηT/(ε+P ))(400 MeV) ≈ 0.5) cannot be excluded.
Within our framework we determined the minimum value
to be (η/s)min ≈ 0.04, almost one half of the lower bound
conjectured using the AdS/CFT duality. We showed that
measurements of v3(ηp) can provide further constraints.

The event-by-event fluctuations of the flow harmonics
are found to be almost insensitive to the transport pa-
rameters over a wide range of pseudo-rapidity and thus
carry direct information on the fluctuating structure of
the produced medium in all spatial dimensions. This calls
for precise measurements of vn and their fluctuations over
wide ranges in rapidity and at different collision energies
at RHIC and LHC. They have the potential to eliminate
the large theoretical uncertainties in the longitudinal di-
rection and to over-constrain the fluctuating initial state
and the temperature dependent transport parameters of
QCD matter.
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