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Fusion yields from dense, Z-pinch plasmas are known to scale with the drive current, which
is favorable for many potential applications. Decades of experimental studies, however, show an
unexplained drop in yield for currents above a few MA. In this work, simulations of DD Z-Pinch
plasmas have been performed in 1-D and 2-D for a constant pinch time and initial radius using the
code Lsp, and observations of a shift in scaling are presented. The results show that yields below
3 MA are enhanced relative to pure thermonuclear scaling by beam-like particles accelerated in the
Rayleigh-Taylor induced electric fields, while yields above 3 MA are reduced because of energy lost
by the instability and the inability of the beam-like ions to enter the pinch region.

PACS numbers: 52.58.Lq,52.65.Rr

Neutron yields in dense Z-pinch experiments and in
numerical simulations are generally observed as scaling
with the current to the fourth power [1–3]. A devia-
tion from a single I4 scaling exists for currents around
a few mega-amps [4]. The constant of proportionality is
nearly two orders of magnitude greater for currents be-
low 1-3 MA than it is for currents above that. The drop
stands as a barrier to potential applications such as a
compact neutron source for imaging diagnostics, radia-
tion therapy, isotope production, etc. and as a source
of economical fusion energy [5–8]. The exact cause for
the deviation has eluded researchers for nearly 50 years
[4]. One proposed explanation is that the introduction
of high-Z impurities originating from the erosion of elec-
trodes at high currents, such as in dense plasma focus
(DPF) devices, could result in quenching the fusion reac-
tions [9, 10]. Two mechanisms exist which contribute to
the total yield, beam-target and thermonuclear fusion.
Both mechanisms are shown to scale as I4 in analytic
models [2, 3], given a constant pinch time with a con-
stant initial radius. Another possibility for the shift is
that a transition from beam-target dominated fusion to
thermonuclear dominated fusion exists. For 2 MA, beam-
target fusion has been identified as the dominant mecha-
nism in gas puff experiments [11]. In 15 MA experiments,
the dominant mechanism for fusion has been shown to be
thermonuclear [12]. Estimations of the fractional yield by
thermonuclear fusion from fully kinetic simulations of gas
puff pinches by Welch et al.[13] support this hypothesis.

In this work, a computational investigation of funda-
mental plasma physics effects which contribute to the
observed change in scaling is presented. One and two di-
mensional, cylindrical simulations of a gas puff Z-pinch
were performed using the hybrid, particle-in-cell (PIC)
code, Lsp [14, 15] for currents ranging from 1 to 15 MA.
Neutron yields from simulations with and without signif-
icant Rayleigh-Taylor (RT) features are presented. The
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FIG. 1. (color online). The initial density profile is depicted.
The plasma density is ρ0 which was set according to the input
current. An outer shell was given a density A = 10 times ρ0
and was ∆R = 0.1 cm thick. The initial radius was R0 =
2.0 cm. The simulation was L = 1.0 cm wide with periodic
boundary conditions.

current scan was performed with a constant pinch veloc-
ity by keeping I2/ρ0 = constant for a constant initial
radius.

The initial density profile is shown in Fig. 1. A deu-
terium shell with a radius of R0 = 2 cm and a thick-
ness of ∆R = 0.1 cm enclosed a deuterium plasma with
a density of ρ0. The shell and inner plasma were as-
sumed to be fully ionized. The density of the shell was
A = 10 times the density of the fill. Values for ∆R and
A were chosen to be comparable to the dimensions of
typical plasma sheaths observed in fully kinetic simula-
tions of a DPF [16]. To keep a constant pinch time, the
density for each current simulated was chosen to satisfy
I2/ρ0 = 3.05 × 10−5 A2 · cm3. A parametric study at
1.5 MA was performed to select the values of R0 and ρ0
such that the neutron yield was optimized. To seed the
RT instability, the density in the shell region was given a
random speckle. Each cell was modulated by a uniform
random value of ±6%. Hereafter, simulations with the
6% modulation are referred to as seeded simulations and
those without are unseeded.

A hybrid fluid/kinetic model was used for 2-D simula-
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FIG. 2. (color online). Neutron yield normalized to the
power law fit (Yn/L = 1.43 × 109 cm−1

· MA−4I4) of yield
results from 1-D, kinetic simulations (blue dots) are plotted.
Yields vary by an order of magnitude when a 6%, random
density modulation was applied to seed RT instabilities (red
diamonds). Experimental results from Spielman et al. [18]
and Coverdale et al. [12] are shown for comparison.

tions. For the parameters used, the plasma pinch time
was 46 ns. In the simulations, the first 42 ns of the plasma
evolution were advanced using a quasi-neutral (QN), Eu-
lerian fluid treatment. A description of the algorithm
can be found in Thoma et al. [17]. After 42 ns, the QN
treatment was no longer valid, and an automatic migra-
tion to a kinetic simulation occurred. The QN treatment
was accurate for time steps that scale as I−1. For 1 MA,
the time step was ∆t = 3.3 ps. In the kinetic phase,
simulations require that the electron gyro-frequency be
resolved (∆t < 10 − 100 fs) for stability. The kinetic
phase of the simulations closely followed the fully kinetic
simulations in Welch et al. [13], and specific details of the
computational setup for this work are described therein.
Use of the hybrid model substantially reduced the com-
putational time required, enabling a thorough study to
be performed.

Simulations were executed up to the point where the
plasma reached its maximum excursion after the first
pinch. Consistent with analytic scaling models [2, 3],
neutrons produced in subsequent bounces after the first
were not included in the tabulation. Neutron yields from
the four different simulation series are presented in Fig.
2. The values have been normalized to a least-squares
fit of the 1-D data, Yn/L = 1.43 × 109 cm−1 · MA−4I4.
A distinct transition in neutron yield performance exists
around 3 MA for all four series and is most significant
in the case where RT was seeded. Error bars were com-
puted by taking the size of the largest single fusion event
and thus represent the macro particle nature of the fusion
statistics.

The close agreement between 1-D hybrid simulations
and 1-D fully kinetic simulations is validation for the ac-
curacy of the hybrid model and the QN fluid to kinetic
PIC migration algorithm. Plasma conditions such as den-
sity, temperature, and pinch radius at stagnation as well
as and neutron yields were compared with experimental
results and found to be similar as well. At stagnation,
the pinch radii from the simulations were ≈ 3 mm with
ion temperatures between 4 to 6 keV, just as they were
shown in Coverdale et al. [12]. Neutron yields at high
currents also compare well with those published in Spiel-
man et al. [18] and Coverdale et al. [12]. Furthermore,
the neutron yields vs time were compared with the re-
sults shown in Welch et al. [3] and found to be in close
agreement with data from Lsp and Mach2 simulations
with regards to the pulse duration and amplitude.
Current dependent, non-Maxwellian features in the ion

distributions in the 1-D runs and the unseeded 2-D runs
can be explained by a mechanism identified in Thoma
et al. [19]. At lower currents where the density is low
and the collision frequency is negligible on the implosion
time scale, beam-like deuterons are accelerated by a thin
sheath field near the plasma-vacuum boundary via ~J× ~B
which imparts additional energy to the ions as the sheath
travels towards the axis. For seeded simulations, non-
Maxwellian features are due to beam-like ions produced
in the RT-induced electric fields.
Fig. 3 shows the electric field and the ion density, at

stagnation, in the neighborhood of typical bubble and
spike features from a seeded simulation at 8.9 MA. The
E-field and density profile illustrate how beam-target fu-
sion occurs. The direction of the electric field is roughly
orthogonal to the narrow edge of high field regions. The
magnitude of the field is between 200 and 1000 kV per
mm, and the width of the feature is a fraction of a mil-
limeter. In just a single interaction with this field, a
deuteron could be accelerated to more than 200 keV in a
direction roughly parallel to the z-axis. The presence of
the strong magnetic field (≈ 300 T) directs the deuterons

inward toward the cooler, denser fuel via the ~E× ~B drift.

The change in behavior around 3 MA is apparent in
the energy distributions of the ions. In Fig. 4, the ion
energy distribution, normalized to the peak value, for
each current of the RT seeded simulations of deuterons
inside a 2 mm radius are shown at the time of stagna-
tion. For the first four currents below 3 MA, the distri-
butions are nearly identical. After that, the high energy
tail drops steadily, and the distribution approaches that
of a Maxwellian with a temperature of 4.5 keV.
Before stagnation, the filaments seen in Fig. 3 are

approximately 0.5 mm wide, oriented vertically, and have
field vectors in the z-direction. The average magnitude
of the E-field is proportional to the current, ~E = CIẑ,
where C is a constant of proportionality. Using the E-
fields at the time of peak fluid velocity, 42 ns, a reasonable
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FIG. 3. (color online). Shown here are the electric field and
ion density of a 8.9 MA, RT-seeded simulation at stagnation
(t = 46 ns). Field vector arrows are also shown.
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FIG. 4. (color online). The deuteron energy spectra of ions
inside the pinch (r < 2 mm) for RT-seeded simulations at
stagnation (t = 46 ns), normalized to the peak value, for
currents below 3 MA are virtually identical. Above 3 MA,
the distributions converge to a thermal distribution with a
temperature of 4.5 keV.

fit to the mean value of the high-field regions is given by
C = 26.3 kV/mm ·MA. For the strongest fields, C could
be 5 to 10 times greater. Given that the B-field and the
E-field are proportional to I, the current cancels when
calculating the ~E × ~B drift velocity, and one gets,

vdrift =
E

B
=

2πrC

µ0

. (1)

The gyrating particle motion along the z-axis has a cor-
responding amplitude given by,

rgyro =
mDE

eB2
=

4π2r2mDC

eµ2

0
I

, (2)

where mD and e are the mass and charge of a deuteron,

respectively. For r = 1.0 cm, rgyro = 1.3 mm at 1 MA.
The average kinetic energy of the deuterons accelerated
by the E-field is Edrift = 1/2mDv

2

drift. Again, using
r = 1.0 cm as a representative value, Edrift = 18 keV.
These numbers are only representative and do not ac-
count for time dependent variations of the electric field
strength and the gradient in the magnetic field.
Beam ions whose velocities are greater than the implo-

sion velocity can gain additional kinetic energy by way
of Fermi acceleration [20, 21]. Once the ions have drifted
into the core region of the plasma they will pick up ad-
ditional energy with each reflection off the boundary of
the incoming sheath. Assuming the sheath has an aver-
age velocity usheath, the deuteron velocity after the nth

bounce is,

vn = nusheath + vdrift. (3)

The number of achievable bounces is limited by either
the number of round trips though the plasma before stag-
nation (n ≈ vnτ/2ravg) or the distance traveled before
being scattered (n ≈ λ/2ravg). Here, ravg ≈ 1 cm is
the average pinch radius during the lifetime of the beam
particles, τ is approximately the pinch time, and λ is a
characteristic ion mean free path (mfp).
Ion-ion collisions limit the range for ions given the

plasma conditions near stagnation. The mfp for a beam
deuteron with a velocity, v, is computed as,

λii =
2πǫ2

0
m2

Dv
4

e4nD ln Λiiψ(x)
, (4)

where nD is the deuteron number density, lnΛii is the
Coulomb logarithm, x = mDv

2/2kTD, and

ψ(x) =
2√
π

∫ x

0

t1/2e−tdt. (5)

The ion temperature is TD.
For the simulations presented here, the pinch time τ

is approximately 46 ns. Taking the average value of
Edrift = 18 keV, one might expect an increase in parti-
cle energy to 140 keV in the absence of collisions. This
assumes usheath is approximately equal to the maximum
observed value of the average fluid velocity, 7.8×105 m/s,
and the particles bounce an average of 3 times. This
energy gain is consistent with the spectra for the lower
currents shown in Fig. 4.
As long as λii is greater than the particle transit dis-

tance, the implosion time alone dictates how the accel-
erated ions impact the energy distribution. Since the
implosion time is constant for every current, the ion dis-
tributions should be and are identical in this regime. For
the aforementioned estimated value of the drift velocity,
the total travel distance is about 6 cm. For an 18-keV
deuteron, λii approaches this distance around 3 MA. The
result is fewer transits and less energy gain from Fermi
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FIG. 5. (color online). The density (positive r-axis), and the temperature (negative r-axis) in the seeded simulations at
stagnation show evidence of increased temperatures for the lower currents and decreased compression for larger currents. In
the low currents, columns of high temperature are evident and are due to high energy deuterons injected by the ~E ×

~B drift in
the RT-induced fields. See Supplemental Material at [URL will be inserted by publisher] for an animated version of this figure.
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FIG. 6. (color online). Shown here is the ion mfp versus
current for an 18-keV deuteron in the plasma core (r < 2 mm)
at stagnation (t = 46 ns) for seeded simulations. Also shown
are the core density and temperature.

acceleration. At the highest currents simulated, λii is
on the order of a few millimeters. In this regime, beam
ions are unable to penetrate the dense core. Beam-target
fusion is restricted to interactions with the RT spikes
and beam ions cannot assume energy from the inbound
sheath via Fermi acceleration.

From a qualitative look at Fig. 5, it is clear to see
that for the lower currents, higher temperatures do ex-
ist in the compressed core of the pinch. In the absence
of beam deuterons, the temperature should remain con-

stant for every current. Furthermore, the increased tem-
peratures in the low current simulations have structures
which connect seamlessly with the high energy particles
produced in the RT induced electric fields. The behavior
changes above 3 MA. Four observations stand out. First,
the temperature in the core regions are cooler and uni-
form. Second, the hot structures outside the core region
are fully disconnected from the dense core. Third, the ra-
dius of the compressed region is slightly larger for higher
currents than it is for lower currents. Fourth, a high den-
sity boundary has formed, separating the RT spikes from
the inner core plasma. This dense layer has formed as
a result of snowplowing ions due to the millimeter scale
λii.

Fig. 6 shows λii of an 18-keV deuteron through the
dense core (r < 2 mm) of the plasma at the time of
stagnation for each current for RT-seeded simulations.
Also shown are the density and temperature of the core.
As observed in Fig. 5, λii for the average ~E × ~B drifting
deuteron is too short for significant penetration into the
core region at high currents.

For the identical, non-Maxwellian spectra enhanced in
the transit-time-limited regime (I < 3 MA), the neutron
yield varies as n2

D ∝ I4. In the collision-time-limited
regime, the neutron yield decreases as decreasing values
of λii effectively disable the enhancement. For currents
great enough, neutrons are produced predominantly from
thermonuclear fusion, which also scales as I4. Without
the RT-produced enhancement benefited by low currents
and diminished thermonuclear performance due to RT,
scaling drops by nearly a factor of 10 in the high current
regime relative to the low-current regime.
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In summary, observations of a direct mechanism which
contributes to the dramatic drop in fusion yield scaling
for currents above a few MA have been presented. Under-
standing the shift in yield has been a standing problem
for nearly 50 years with only speculative solutions given
[4]. The simulations show that for a constant pinch time
with a constant initial radius, low-current pinches expe-
rience an enhancement in fusion yield because of high
energy, beam-like particles accelerated by RT-induced
fields. For higher currents, however, the increased stop-
ping power of the plasma prevents the beam-like particles
from participating. While this work does not show the
factor of 100 presented in Krishnann et al. [4], it should
be noted that the simulations in this work do not ad-
dress the influences of contaminants from electrode sur-
faces nor the role of azimuthal variations of RT structures
one observes in 3-D simulations [22–24]. Incorporation of
these important elements is required to achieve a more
quantitative agreement and will be the topic of future
work.
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