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Sherlock et al. [1] have reported on the heating of solid
density targets by collisional damping of wakefields that
are driven by relativistic electron bunches generated in
relativistic laser matter interaction. Analyzing collisional
particle-in-cell simulations they calculate the fast elec-
tron current jf inside the plasma by adding contributions
from electrons with energies greater than Ecut = 50 keV;
time-integrating the specific resistive energy deposition
η j2f they arrive at a temperature profile and compare the
result to the one ’measured’ in their simulation, defined
as the energy of particles with E < 30 keV; the discrep-
ancy (Fig.1a, red/black) is due to collisional damping
of wakefields (CDW). We disagree with their metric of
fast current, which leads to false conclusions about CDW
heating being a volumetric, rather than surface effect.

Repeating their 1D PIC simulation with identical pa-
rameters (400 cells per micron, 104 particles per cell) [1],
we arrive at the following conclusions: (1) When jf is
computed based on adding contributions from electrons
with velocities > 5 vth, the local thermal velocity [3], one
obtains a larger current than [1], illustrated by the run-
ning integral of the current over the grey band in Fig.1b;
the resulting time-integrated heating is consistent with
the PIC-temperature deep in the target (Fig.1a, orange),
while the profile based on Sherlock’s definition of jf is not
(Fig.1a, red)[2]. We define temperature via the fwhm of
local electron distribution function; note that our ’mea-
surement’ of temperature agrees with Ref. [1]. Fig.1b
shows the first velocity-moment of the electron distribu-
tion function at 8µm and time 90 fs and its running inte-
gral to illustrate this difference. Its minimum at 5vth al-
lows for a well-defined distinction between ”background”
and ”fast” electrons. (2) The amplitude of wakefields
drops rapidly with distance from the target interface, see
Fig. 2, because of a combination of velocity dispersion
of laser-driven relativistic electron bunches, and wave-
particle interaction [4]; this drop is visible in Fig.4 of
Ref.[1], but was not mentioned there. In order to drive a
wakefield resonantly, the bunch width needs to be shorter
than the plasma wavelength, e.g. λp ≈ 0.03µm at solid
density. Most of the current in a single bunch of laser ac-
celerated fast electrons lags behind the speed of light by
λp within less than a few microns, under the present con-
ditions; stretching of the electron bunches over distance
leads to the observed drop in wakefield amplitude.

This means that background plasma physics effects

The simulations presented here, which are close to con-
vergence (to within about 20%), use 400 particles per cell
and 400 cells per micron (although correct resolution of
phase space, shown later, requires 10000 particles per cell).
While the 1D simulations use larger spatial domains
(∼25 μm) over longer time scales (∼90 fs), our 2D
simulations were more restricted (∼4 μm × 4 μm over
∼40 fs). As such, our 2D simulations appear here only
to demonstrate the applicability of the mechanism to higher
dimensions.
In our simulations, the initial electron density rises to a

peak of n0 ¼ 8.7 × 1029 m−3 over a scale length of Δx ¼
0.05 μm (with Z" ¼ 5). The initial electron temperature is
Te ¼ 100 eV and the Coulomb logarithm is fixed at
lnΛ ¼ 2. The laser is normally incident from the left-hand
boundary with a linear rise time of 30 fs up to a peak,
constant intensity of I ¼ 5 × 1019 Wcm−2. The back-
ground temperature is calculated by including only elec-
trons with an energy less than some cutoff (typically set at
30 keV). In order to compare to the SRC approach, we also
need to determine a fast electron current density. This is
done by simply calculating the current density for all
particles with an energy above Ecut ¼ 50 keV and the
result is averaged over 1 fs. The results are not sensitive to
most reasonable choices for the aforementioned energy
cutoffs. Our choice for Ecut was motivated by the pre-
scription used in [11].
The background temperature profile at 90 fs is shown in

Fig. 1 along with the initial density profile. We are mainly
interested in the background temperature in the solid
density region, where the simulation (black curve in
Fig. 1) predicts a significantly higher background temper-
ature, well above the SRC prediction. In order to under-
stand the origin of this discrepancy, we turn our attention to
Eq. (1), which is in turn based on Ohm’s law. This simple
form breaks down because it does not include the inertial

term, which is required to account for the presence of a
time-dependent fast electron population [17]. The fast
electron bunches introduce a charge imbalance as they
travel through the target at speeds close to the speed of light
c. The background plasma neutralizes this imbalance on a
time scale approximately given by the plasma period τp ¼
2π=ωp and a plasma wave (or wake field) is therefore set up
with wavelength λp ¼ vbτp and phase velocity equal to the
fast electron velocity vb. These wake fields, which may
become partially unstable [18], are clearly visible in both
1D and 2D simulations (see Fig. 2). A Fourier analysis of
the electric field spectrum indicates the waves are shifted in
frequency by about 0.1ωp below ωp, a result consistent
with a relativistic treatment of the beam-plasma interaction
including background collisions. Since these waves are
supported by the background plasma, they are collisionally
damped and this is the source of enhanced thermal heating
in the background. From Fig. 2 it is clear the wake fields
induced in both one and two dimensions have the same
characteristic wavelength and magnitude. The 2D simu-
lations in Fig. 2(a) were performed at the same resolution as
the 1D simulations and we see a similar enhanced heating
of the background in two dimensions relative to the SRC
prediction. The transverse variation in fast electron flux
seems to be due to front-surface rippling rather than
Weibel-like growth of the magnetic field.
This effect, which relies on a large field being induced by

a large number of fast electrons with finite spatial extent, is
distinct from the well-known stopping mechanism that
results when a single particle induces a relatively small
wake field [19]. The induced wake fields are of such large
amplitude (∼1012 Vm−1) that they are able to significantly
modify the fast electron phase space via wave-particle

FIG. 1 (color online). The background electron temperature as
calculated by the PIC simulation and the SRC approach, at
t ¼ 90 fs. The simple model discussed in the text predicts the
blue curve. Also shown is the initial electron density profile.

FIG. 2 (color online). (a) The electric field (Ex) from a 2D
simulation. Only the solid-density part of the target is shown,
with the laser incident from below. (b) Ex inside the target from a
1D simulation, along with the electric field given by the simple
theoretical model (which is derived from the fast electron
current).
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FIG. 1. (a) Temperature profiles from Fig.1, Ref. [1], and dy-
namical Spitzer return current (SRC) heating (orange curve);
density ramps up to 9×1029m−3 at x = 2.5µm. (b) Spectrum
of current and its integral at 8µm and 90 fs; dashed lines at
5 vth and 50 keV.
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FIG. 2. Longitudinal electron phase space at 90fs, (a) near
the solid interface and (b) inside the bulk plasma. (c) Peak
wakefield amplitude in units of meωL/c vs. position at 90 fs.

need to be included over a few microns behind the solid
density interface to explain heating on the surface, but
not deep inside the target as suggested by the title of
Ref.[1].
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