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We explore the phase diagram of the dissipative Rabi-Hubbard model, as could be realized by a
Raman-pumping scheme applied to a coupled cavity array. There exist various exotic attractors,
including ferroelectric, antiferroelectric, and incommensurate fixed points, as well as regions of
persistent oscillations. Many of these features can be understood analytically by truncating to the
two lowest lying states of the Rabi model on each site. We also show that these features survive
beyond mean-field, using Matrix Product Operator simulations.

PACS numbers: 42.65.5f,42.50.pq,05.70.Ln

Introduction - A number of recent experimental break-
throughs [1-4] have spurred the investigation of non-
equilibrium properties of hybrid quantum many-body
systems of interacting matter and light. Characterized
by excitations with a finite lifetime, when sustained by
finite-amplitude optical drives they display steady-state
phases that are generally far richer [5-10] than their
equilibrium counterparts [11, 12]. Critical phenomena
in these open driven-dissipative systems often come with
genuinely new properties and novel dynamic universal-
ity classes, even when an effective temperature can be
identified [13-17], a statement that can be made robust
in renormalization group calculations [18, 19]. Coupled
cavity QED systems [20-22] have emerged as natural
platforms to study many-body physics of open quantum
systems. The current fabrication and control capabili-
ties in solid-state quantum optics allows to probe lat-
tice systems [23-31] in the mesoscopic regime, providing
a first glimpse into how macroscopic quantum behavior
may arise far from equilibrium. It is therefore of interest
to (i) identify a physical system where a non-equilibrium
phase transition can be studied — at least in principle
— in the thermodynamic limit, (ii) can be compared to
an equilibrium analogue through a proper limiting pro-
cedure, and (iii) can be easily realized in an architecture
that is currently available.

The Rabi-Hubbard (RH) model [33] represents the
minimal description of coupled Cavity QED systems, ex-
plicitly containing terms which do not conserve particle
number. These terms are relevant for the low-frequency
behavior of the coupled system and their inclusion lead,
in equilibrium, to a Zs-symmetry breaking phase tran-
sition between a quantum disordered para-electric phase
and an Ising ferroelectric [33, 34]. The equilibrium RH
transition requires a sizable inter-cavity hopping or light
matter interaction, of the order of the transition fre-
quency of cavities and qubits [33]. While such ultra-

FIG. 1. Schematic array of coupled cavities in (a) 1D or (b)
2D, containing ”"Raman-driven” qubits. Inset: Cartoon of
Raman driving: two low-lying levels of each artificial atom
are connected via excited states. The strength of the drive
determines the effective atom-cavity coupling [32].

strong coupling regimes have recently been realized in
specific circuit QED architectures [35], they are hard to
achieve in lattice Cavity QED settings. To overcome this
challenge it is therefore crucial to engineer effective real-
izations of the RH model by, e.g., suitably designed driv-
ing schemes. In this paper we study the behavior of such
a scheme that leads to a RH model with highly tunable
parameters and in a fully non-equilibrium regime.

The interplay of drive and dissipation results in ex-
otic attractors, remarkably different from thermal equi-
librium, with rich patterns of symmetry breaking includ-
ing incommensurate and antiferroelectric ordering. In
the following we identify and explain these orders, and
the associated phase transitions using a variety of mean
field approaches and then confirm the qualitative picture
by simulating a one-dimensional open RH model with a
Matrix Product Operator (MPO) approach [36-40].

Tunable Open Rabi Hubbard Model - Recently sev-
eral proposals to engineer effective light-matter inter-
actions by suitable designed driving schemes have ap-
peared [41-44], based on a variety of platforms includ-



ing superconducting circuit QED, impurities in diamond,
and ultracold-atoms [4]. Here for concreteness we con-
sider a lattice of coupled cavity-QED systems, where on
each lattice site n there is a four-level system which is
driven and coupled to a cavity mode (see Fig. 1). We
can write the full Hamiltonian as H = Jme) ala,, +

n-m
>on flflLS where J is the hopping rate, al,a, are cre-

n»'n

ation/annihilation operators of the cavity mode while
ﬁiLS = Woajzdn + Zj:o,l,'r',s E; 7)n (Gl + ]:]int + ﬁdrive(t)
describes the driven four-level atom coupled to cav-
ity. The key idea of this Raman pumping scheme [41]
is that the cavity mediates transitions between states
0 < r1 < s (blue arrows in Fig 1), i.e. Hy =
dn (gr|7){0] + gs|8)(1]) + h.c. while a two-frequency pump
drives the transitions 1 <+ r,0 <> s (red arrows in Fig 1),
Le. Hapive(t) = & em®r ) (1] 4+ Le et | 5)( 0|+ H.c..
The combined effect of light-matter interaction and drive
is to induce an effective direct coupling between the two
low lying atomic states. More formally, this can be shown
by the standard procedure of first eliminating the explicit
time-dependence of Hygive(t) moving to a rotating frame
and then eliminating the excited states to obtain an ef-
fective model for the cavity photon and the states |0), |1)
acting as an effective qubit [32]. The effective Hamilto-
nian takes the generalized RH form,

i = —J 3 b+ 3 b 1)
(nm) n

~ [09] N N R N . R R
ha = 387 +wila, + (9alo, +9'ale7 +he) (2)

where on each site n we have now a two-level system,
6T =]1){0|, 6= = |0)(1]. The co-rotating and counter-
rotating couplings g,g’, as well as the effective cavity
and qubit frequencies w,wy are tunable through the am-
plitude and frequency of the Raman drive [32]. We
stress that although described by a static Hamiltonian
the problem retains its non-equilibrium character since
cavity and qubit excitations are coupled to baths which
are described, in the rotating frame, by a non-thermal
distribution of modes. To account for the dissipative na-
ture of the problem we use a master equation for the
density matrix of the system p = —i[Hrmu, p] + Y., Dulp]
where the Liouvillian has the form

Dylp] = vL[6,,, p] + KL[ay, pl, (3)

with L'[)A(,p} = 2XpXT — X1Xp — pX1X the Lindblad
superoperator. Here x and 7 are (constant) decay rates.

The RH Hamiltonian in Eq. (1), as well as the dissipa-
tor in Eq. (3), have a global Zs parity symmetry, corre-
sponding to a simultaneous change of sign of cavity and
qubit operators, (af,67) — (—a',—6"). As a result, on
general grounds we can expect a steady state phase dia-
gram with a symmetric phase, where any quantity which
is odd under parity will vanish, i.e. (6%) = (a,, +af) =0,

and a phase with broken Zs parity symmetry.
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FIG. 2. (a) Mean-field phase diagram of driven dissipative
Rabi-Hubbard model at g = ¢’,w = wo, calculated by linear
stability analysis of the normal state. Color scale indicates
the wavevector of the most unstable mode. This wavevector
predicts the ordering seen by finding the steady state solution
for a chain of 16 cavities, as shown in panels (b-d). Panels
(b,c) show the nearest-neighbor correlations on the vertical
and horizontal cuts marked in panel (a). The shaded region
shows the envelope of the limit cycle oscillations of the corre-
lation function. Panel (d) shows the correlation vs separation
at the three points marked in panel (c), revealing the incom-
mensurate ordering. Parameters (also for the other figures):
w=wo =1,k =0.1, v =0.05.

Mean Field Theory of Open Rabi Hubbard - To char-
acterize the steady state properties of open RH model we
make a mean-field ansatz for the system density matrix
p =@, pn- The dynamics reduces to a collection of in-
equivalent single-site RH problems 0;p, = —i[hn, pn] +
Dylpn] + iJ]aka, + a,al, p,] in a self-consistent field
oy = Zm:(mn} Tr(pmam). Such an ansatz follows the
standard concept of mean-field theory, that each site sees
only the average field of its neighbors [45]. Thus, as for all
mean-field theories, it becomes increasingly accurate in
higher dimensions, as high coordination suppresses fluc-
tuation contributions beyond the mean-field.

We start our discussion from the g = ¢’ case. In order
to identify the phase boundary and to guide our anal-
ysis of the ordered phase, it is useful to first study the
instability of the homogeneous normal state, by adding
a small perturbation to the factorized density matrix
as done in Ref. 46, ie. p = @, (pss + 0pn) where
pss is normal state density matrix obtained from the
equation My [p] = —i[hn, pss| + Dnlpss] = 0 . Consid-
ering the one-dimensional case for simplicity and tak-
ing the fluctuations as plane waves of the form dp, =
S, OpretEn=ret) 4 Hee. we obtain the equation of mo-
tion:

—ivEdpr = My [dpr] — ti {Tr(dépk)i[dT, Pss] + H.c.} ,
(4)



where ¢, = —2J cos(k) is the one-dimensional bare pho-
ton dispersion. A positive imaginary part of the fre-
quency, Im[vg] > 0, signals the growth of fluctuations
with momentum k& and the onset of normal state insta-
bility. The results of linear stability analysis are plot-
ted in Fig. 2(a) where we can see the phase boundary
in the (g,J) plane and, in color scale, the wavevector
of the most unstable mode. Two remarkable features
immediately appear. First, the boundary has a “nose”
at small J, i.e. a minimal critical J required to enter
the ordered phase. This is in contrast to the ground
state phase diagram [33], in which the critical value of
J asymptotically approaches 0 as ¢ = ¢’ — oo. In ad-
dition, the nature of the broken symmetry phase itself
shows an interesting evolution across the phase diagram.
As the most unstable wavevector evolves smoothly from
k = 0, characteristic of a uniform ferroelectric (F) phase,
toward k = 7/2, the wavelength must pass through ir-
rational values, corresponding to an instability towards
incommensurate order. Such symmetry-broken inhomo-
geneous states requires to model a finite length array and
we consider in panels (b)-(d) a 16 site array with periodic
boundary conditions. We focus on correlations (65,67 ;)
which at short distance (I = 1, panels b-¢) are ferro-
electric but alternate in sign as a function of distance
I (panel d) revealing the inhomogeneous ordering. The
finite length of the array is enough to see the trend of
density-wave period vs hopping J, although it prevents
a continuous evolution of the period. Such incommensu-
rate order is absent in equilibrium, where the minimum
free energy state always has a constant phase across the
array. Another unique feature of the steady state phase
diagram is the existence of limit cycles [47-50]. Within
the linear stability analysis, a limit cycle can be antic-
ipated if the normal state becomes unstable via a Hopf
bifurcation [51] — i.e. if there are a pair of eigenvalues
vy = tv,, + iy} that simultaneously become unstable,
leading to an oscillatory instability. This in fact occurs
for the region around g = 0.25,.J > 0.8 where the most
unstable k returns to £k = 0. The existence of the limit
cycle is confirmed by direct time evolution of the equa-
tions of motion; in Fig. 2(b,c) the shaded region shows
the envelope of the limit cycle oscillations of the correla-
tion function.

As we move away from the pure RH limit and con-
sider g # ¢’ two main features arise [32], namely (i)
the shape of the phase boundary changes with multi-
ple separate ordered regions and quite remarkably (ii)
for certain values of light-matter couplings ¢’, g we find
an instability at k = 7 corresponding to antiferroelectric
(AF) order, where qubit and photon polarization alter-
nates in sign between even and odd sites of the array, i.e.
(%), (an +al) ~ (=1)". This is a particularly striking
result, considering that the effective qubit-qubit interac-
tion in the equilibrium groundstate would be ferromag-
netic [33], and further pinpoints the profound differences

between the open driven-dissipative, and equilibrium in-
carnations of the RH model.
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FIG. 3. Properties of the effective spin model ¢’'/g = 1 (left)
and g’'/g = 0.25 (right). (a,b) Eigenvalues and (c,d) normal
state populations of the eigenstates of the Rabi model. The
effective spin 1/2 model truncates to only the first two levels:
the solid (red) and long-dashed (orange) curves. For g'/g =
0.25, the energies and populations of these levels cross, as
marked by an arrow. (e,f) Phase diagram of the effective Ising
model as obtained by linear stability analysis, with color scale
indicating the wavevector of the most unstable mode, and by
mean field analysis (dashed line). Arrows in panel (f) mark
the crossing points marked in panels (b,d).

Even extending thermodynamics to negative effective
temperature, it is not possible to explain all the features
identified, such as limit cycles or incommensurate order.
Predicting the pattern of steady states clearly requires
going beyond equilibrium thermodynamics.

Effective Spin Model - We now introduce an effec-
tive spin 1/2 model which captures the essential physics
of the RH model [32]. We start by considering the sin-
gle site RH model, i.e. we set J = 0 in Eq. (1), and
plot in figure Fig. 3 (a~d) the energies and the steady
state populations of its eigenstates as a function of g,
for two different values of ¢'/g. We first consider the
g’ = g case, panels (a,c). Here we notice that (i) the
two low-lying states become almost degenerate for large
g and (ii) they are the only states effectively populated.
The idea is then to truncate the local Hilbert space to
the two lowest energy states of the on-site RH Hamilto-
nian that we denote |+), according to their (opposite)
parity. Within this space the on-site Hamiltonian sim-
ply becomes ﬁ%ﬂ = A 77 while the Liouvillian becomes
Df(p] = yLIS_ 7y + Sy, pl + KLIA_ 77 + Ayt ),
where 7,=%%% are Pauli operators, and A = F_ — E



is the splitting between the lowest energy odd and even
parity states, and AL, Sy are the matrix elements AL =
n(Elan|F)n, S+ = n{£|6,,|F)n. Note that the value of
A, Ay, Sy are all functions of g, ¢’, w, wg, found by diago-
nalizing the Rabi model [32, 33]. In addition, these local
effective two-level systems are coupled by an anisotropic
exchange mediated by photons, J; , ~ J(A_+A, ) which
gives rise to an effective Hamiltonian in the transverse
field Ising universality class.

We now show that the effective model captures the
salient features of the RH model. Firstly, in the limit of
large g = ¢’, one can show that there is an exponentially
small splitting A = wp exp(—2¢?/w?) and the matrix el-
ements become almost identical A3 = (=1 £ A/w)g/w.
As a consequence the hopping is predominantly an Ising
coupling 7,;7,7, 1, and, in d dimensions, one can derive a
simple expression for the critical hopping

1 143292 wS
d| w3 16g2 |

Jcrit = (5)
Such an expression clearly explains the appearance of a
minimum Je,it > k/2d for any finite loss, k, as opposed to
the exponentially small critical coupling Joi, ~ A found
in equilibrium. Furthermore Eq. (3) matches the linear-
stability phase boundary remarkably well, see Fig. 3(e).
In addition, it shows that as the loss k — 0, the nose
will move toward ¢ — oco,J — 0 consistent with the
equilibrium phase diagram [33].

We next consider the case ¢’ # g, and plot in Fig. 3
(b,d), the energy levels and steady state population of
the single site RH model. In this case there are energy
levels crossings (see arrow), corresponding to a change in
sign of local transverse field A = E_ — E, for our ef-
fective spin model. This has interesting consequences for
the lattice model as we see in panel (f) which shows the
phase diagram as obtained from linear stability analysis
for ¢ = g/4. At the degeneracy point the ordered phase
is suppressed, and beyond the crossing point an AF in-
stability occurs (see bottom arrow), as recently observed
in the transverse field Ising model [52]. Upon further in-
creasing the coupling g a further transition to a normal
phase occurs, followed by a recovery of ferroelectric or-
der (top arrow). This latter effect is associated with a
population inversion between the |1) eigenstates, as one
can see in the level occupations shown in Fig. 3(d).

Thus, the sequence of F-AF-F can be explained as fol-
lows: At small g the ground state is that of even parity,
and this state is the most occupied, leading to F. On in-
creasing g, first the energy ordering of the odd and even
parity states is swapped, leading to AF, where the even
parity state is most occupied despite being of higher en-
ergy. Then, the occupation of the even and odd parity
states inverts, so that once again the lowest energy state
is maximally occupied, and F ordering is restored. The
qualitative picture emerging from the effective spin model
is able to reproduce the salient features of the RH model,
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FIG. 4. Correlations of the one-dimensional effective spin
1/2 model, evaluated in an infinite-MPO approach for g'/g =
0.25,J = 0.5 (a) Correlations vs g, at various separations [
between sites. (b) Correlations vs separation at various values
of g. These confirm the ordering seen in mean-field theory,
specifically the sequence of F-AF-F on increasing g, but show
only short-range order as expected in one dimension.

both in terms of the phase boundary and in terms of pat-
tern of broken symmetry phases [32], at least for mod-
erate values of g. At yet higher coupling g, even higher
states become occupied sequentially when resonances be-
tween excited state energy levels occur. The occupation
of these higher levels demonstrates the eventual failure
of the effective spin 1/2 model at large g.

MPO Results - A natural question is whether our
mean field analysis survives to strong quantum fluctu-
ations in low dimensions. In this respect the effective
spin model has the advantage of being amenable to an
exact numerical treatment with an infinite matrix prod-
uct operator approach (iMPO), which we now turn to
describe. In Fig. 4 we show iMPO results for spin corre-
lators evaluated for ¢'/g = 0.25,J = 0.5 as a function of
g at various separations [ between sites (panel a) and as
a function of separation [ at various values of g. These
numerically exact results confirm the ordering seen in
mean-field, specifically the sequence of F-AF-F upon in-
creasing g, but additionally show that in low dimensions,
fluctuations destroy long-range order in driven dissipa-
tive systems, as expected. Further results are presented
in the supplemental material [32] supporting this state-
ment.

In summary, we have presented the steady-state phase
diagram of the non-equilibrium Rabi-Hubbard model,
using various mean-field-based techniques and a ma-
trix product operator approach that can capture effects
beyond mean-field. The phase diagram of the non-
equilibrium model was found to be far richer than the
equilibrium analogue, exhibiting ferroelectric, antiferro-
electric and incommensurate ordering. In addition, the
phase diagram was found to also exhibit limit-cycle solu-
tions. The MPO results confirm qualitatively the pattern
of the phases.
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