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Abstract

We present a combined experimental and theoretical low temperature kinetic study of water

cluster formation. Water cluster growth takes place in low-temperature (23 to 69 K) supersonic

flows. The observed kinetics of formation of water clusters are reproduced with a kinetic model

based on theoretical predictions for the first steps of clusterization. The temperature and pressure

dependent association and dissociation rate coefficients are predicted with an ab initio transition

state theory based master equation approach over a wide range of temperatures (20-100 K) and

pressures (10−6-10 bar).

1



Nucleation phenomena are of interest for a large variety of scientific fields from physics,

chemistry or biology to nanotechnology, atmospheric sciences or medicine. Although nu-

cleation processes have been intensively studied for more than two centuries (see [1] and

references therein), major uncertainties remain in our understanding of the mechanisms for

particle formation. A number of experimental methods have been developed for achiev-

ing supersaturation conditions at various temperatures using mainly adiabatic expansions,

diffusion chambers or laminar flow tube reactors (see [2] and references therein). These

methods generally provide a means for estimating the nucleation rates, i.e. the number

of nuclei formed per unit time and per unit volume, as a function of saturation and tem-

perature. These rates vary over orders of magnitudes as they appear to be very sensitive

to the physical conditions, such as the temperature of the environment or the concentra-

tions and the nature of the species involved. Classical Nucleation Theory (CNT), which has

long been the most commonly used theoretical method for describing nucleation processes,

fails to provide accurate estimates of the absolute nucleation rates [3–5]. This shortcom-

ing motivates continuing efforts to develop a fundamental understanding of the nucleation

mechanisms at the molecular level where the intermolecular interaction potential is of crucial

importance. Fifteen years ago, Garrett et al. [6] proposed a new theoretical approach for

modeling vapor-phase nucleation in which the evaporation and condensation processes are

treated as gas-phase dissociation and association reactions. In this approach, Variational

Transition State Theory (VTST) is used to directly calculate dissociation and association

rate coefficients [6]. Such a dynamical treatment requires an accurate description of the in-

termolecular potential, the reaction rates being very sensitive to the details of the molecular

interactions.

Of particular interest is the nucleation of water. Water is involved in various natural

nucleation processes such as the formation of droplets and particles in the atmosphere [7],

which are still poorly understood [2]. Even though it is unclear whether water vapor ever

nucleates itself in the Earth’s atmosphere, its homogeneous nucleation has served as a valu-

able prototype for understanding the formation of clusters at the molecular level [3, 8–11].

Several experimental devices have been used to study homogeneous condensation of neu-

tral water vapor [12–14], delivering nucleation rates in different saturation and temperature

conditions. Comparison with experiments realized under different and well controlled condi-

tions is of major importance for testing and improving the theoretical models, as nucleation
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rates can vary over orders of magnitudes. Such comparisons generally focus on the critical

cluster formation rate, which requires an accurate prediction of the critical cluster formation

free energy. At the molecular level, nucleation is usually considered as a multistep process

building from successive monomer addition reactions, and prediction of absolute nucleation

rates requires accurate rates for each of the elementary reaction steps.

In this Letter, we report an experimental and theoretical kinetic study of neutral water

cluster formation at low temperature. The experiments are performed using cold uniform

supersonic flows of helium generated by a series of Laval nozzles in a CRESU (Cinétique

de Réaction en Ecoulement Supersonique Uniforme) apparatus [15], in which a small (<

1%) and controlled amount of water vapor is introduced. At the low temperatures of the

present experiments, the dissociation rates are so low that evaporation can be neglected.

The kinetics then corresponds to a barrierless process that is governed by the kinetics of

collisions, with dimer formation being the critical step [16]. A kinetic model based on

theoretical predictions of the rate coefficients for the first steps of clusterization is used to

fit the observed kinetics of formation of water clusters. The formation of water clusters can

be treated in terms of bimolecular formation of energized clusters, which can then either

be stabilized by collision with a third-body (helium here) or redissociate. For instance,

within the Rice–Ramsperger–Kassel–Marcus (RRKM) theory the dimer formation from two

monomers can be treated as follows.

H2O + H2O
kass


kdiss

(H2O)∗2
kHe[He]−−−−→ (H2O)2 (1)

where kass and kdiss are the association and dissociation rate coefficients respectively, and

kHe is the rate coefficient for deactivation of the energized complexes, (H2O)∗2, by collisions

with the helium buffer gas.

Four Laval nozzles (Table S1) are used in this study to generate supersonic flows at

well-defined temperatures (from 22.9 to 69.4 K), with various total densities (from 4.75 to

10.45×1016 molecule cm−3). In order to monitor the time evolution of neutral monomers

as well as clusters formed in these flows, an ionization mass spectrometry technique is used

after skimming out the center of the flows at various distances from the Laval nozzle exits.

Larger distances correlates with longer cluster formation times within the supersonic flow.

A similar experimental setup was previously used by Sabbah et al. to study pyrene dimer

formation [17]. Here, instead of single photon ionization, a 70 eV electron gun is implemented

3



to ionize the neutral water monomers and clusters. Cations formed are then accelerated

and guided to reach the extraction zone of a linear time-of-flight mass spectrometer. A

similar experimental setup was previously used by Sabbah et al. [17] to study pyrene dimer

formation. A schematic diagram of the experimental set up is provided in Figure S1.

FIG. 1.

Mass spectra of protonated water monomers and clusters imaging the neutral water monomers

and clusters formed in the supersonic flow at 22.9 K recorded 66 µs after exit from the Laval

nozzle. Upper panel: [H2O]0 = 13×1013 cm−3. Lower panel: [H2O]0 = 40×1013 cm−3. In both

panels, the inset displays magnification of the ion signals.

The ion mass spectra obtained after electron impact ionization images the distribution

of neutral water monomers and clusters. Figure 1 shows the ion signals recorded by the

time-of-flight mass spectrometer as a function of the mass-to-charge ratio, m/z. These

mass spectra are obtained after electron impact ionization for two different initial water

monomer densities, hereafter [H2O]0, introduced in the flow generated by the Laval nozzle

working at 22.9 K. The exit of the Laval nozzle is set here at 11cm from the skimmer,

which corresponds to 66 µs. For the lowest water monomer density introduced in the flow,

[H2O]0=13×1013 cm−3, only the H2O
+ ion signal at a mass-to-charge ratio m/z of 18 can

be observed (upper panel). For larger [H2O]0, a distribution of protonated water clusters,

H+(H2O)n−1, appears. To derive the distribution of the neutral water monomers and clusters

from the mass spectra, the effect of electron impact ionization has to be considered. Electron
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impact ionization of neutral water clusters is well known to quickly form energetically excited

protonated species [18]. Their excess internal energy is dissipated via the evaporation of

water monomers. The first water monomer evaporation from the protonated cluster is

expected to take place within a few microseconds and should be faster for bigger clusters [19–

21]. As the loss of a second water monomer should occur tens of microseconds later [20, 21],

we assume that for our experimental conditions, every protonated cluster undergoes only

one evaporation (see S.I.). Protonated clusters of size n detected by the time-of-flight mass

spectrometer after ionization originate therefore from neutral clusters of size n+2 formed in

the supersonic flows. It is worth noting however, that evaporation from the smallest clusters

is known to be less efficient [20, 21]. Furthermore they take less time than bigger clusters to

reach the time-of-flight mass spectrometer. Thus, the smallest protonated clusters detected

by the mass spectrometer are likely to originate from neutral clusters of both size n+ 1 and

n+ 2.

Our experiments allow us to follow the time dependence of ion water monomer and cluster

signals providing an image of the neutral clusterization process for various initial neutral

water monomer densities, and for all temperature and density conditions generated by the

Laval nozzles used here. An absolute measurement of [H2O](t) can be derived from the ion

monomer signal when only water monomers are present in the flow, since the density of water

introduced in the supersonic flow is known. Figure 2 displays the temporal evolution of [H2O]

for the two initial densities of water vapor used to record the spectra shown on Figure 1 at

22.9 K. It can be seen that the water monomer density remains constant for the lower initial

density introduced in the flow, while for the larger initial water vapor density, it decreases

with time due to the gradual formation of larger clusters in the flow. The maximum time

shown on Figure 2, 100 µs, correlates with the total length of this supersonic flow (Table

S1).

For water clusters, the integrated ion signals, In(t), depend on their ionization cross sec-

tions, and the transmission and detection efficiencies of the experimental setup, all of which

are size dependent and not readily accessible experimentally. Thus, they do not directly

yield cluster populations, and we instead presume they are related through the expression

In = γn+2[(H2O)n+2] where γn+2 is a size-dependent proportionality factor. Figure 3 shows

the temporal evolution on a relative scale of neutral water clusters derived from the ion

signals for various cluster sizes at 35.9 K.
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FIG. 2.

Time evolution of [H2O] in the supersonic flow at 22.9 K for [H2O]0 of 13×1013 cm−3 (�) and

40×1013 cm−3 (•). Error bars combine a small statistical contribution minimized by averaging

65000 acquisitions of the ion signal and a larger systematic contribution arising from the

fluctuations of water flow rate, chamber pressure and ion transmission. The grey area highlights

the time (66 µs) at which the mass spectra displayed on Figure 1 were recorded.

A theory informed kinetic model for water cluster formation has been developed and

its predictions are compared below with the experimentally observed time evolution of the

cluster distributions. In the model (Eqs. 2–3) we assume that a cluster of n molecules

can be formed by the addition of two clusters or a cluster and a monomer and that any

cluster loss is due to reaction with another cluster or a monomer. Dissociation from the

clusters is ignored due to the low temperatures of the present experiments (Table S4). For

the association between (H2O)i and (H2O)j, with i and j both greater than unity, the

evaporation of a monomer from the initially formed adduct is significantly exothermic. As a

result, at least for the specific systems examined theoretically, such association processes lead

to the evaporation of a monomer with a rate coefficient equal to the high pressure association

rate. The stabilization rate is effectively zero. For very large clusters, stabilization of the i+j

adduct may ultimately become competitive with monomer evaporation from that adduct,

but that effect is ignored here. In summary, the present model is described by the following

scheme:

d[H2O]

dt
= −

N∑
i=1

α1,ik1,i[H2O][(H2O)i ] +
N∑
i=2

N∑
j=2

βi,jki,j[(H2O)i ][(H2O)j ] (2)
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d[(H2O)n ]

dt
= +α1 ,n−1k1 ,n−1 [H2O][(H2O)n−1 ]−

N∑
i=1

αn,ikn,i [(H2O)n ][(H2O)i ]

+
n−2∑
i=1

βi+1,n−iki+1,n−i[(H2O)i+1 ][(H2O)n−i ] (3)

where N is the largest cluster size considered in the calculations; αi,j is a stoichiometric

coefficient: αi,j = 2 for i = j and αi,j = 1 for i 6= j; and βi,j corrects for double counting:

βi,j = 1 for i = j and βi,j = 0.5 for i 6= j and n ≥ 2.

Temperature and pressure dependent association rate coefficients, ki,j(T, P ), were pre-

dicted with an ab initio transition state theory based master equation approach for (i,j) =

(1,1), (1,2), (1,3), (1,4), (1,5) (2,2), (2,3), (2,4), and (3,3). This approach couples transition

state theory based evaluations of the microcanonical dissociation rate coefficients, kdiss(E),

with simple models for collision induced energy transfer rates, kc(E→E’), to obtain a master

equation for the time dependence of the energy resolved state populations. The thermal

association rate coefficient, ki,j(T,P), is then obtained from the eigensolutions of this mas-

ter equation. Ab initio electronic structure theory was used to evaluate the reactant and

transition state properties required for the evaluation of kdiss(E) and the molecular parti-

tion functions. The transition state partition functions are evaluated with variable reaction

coordinate transition state theory, which accounts for the full anharmonicity and mode cou-

pling in the key reactive modes via Monte Carlo evaluation of configurational integrals. This

approach requires potential energy values for the interaction between rigid reactants at arbi-

trary separations and orientations, which are obtained here via direct ab initio evaluations.

The predicted pressure dependence of the rate coefficients for the H2O + H2O and H2O +

(H2O)2 reactions is illustrated in Fig. 4 for the experimentally studied temperatures. The

dissociation energy, D0, is a key parameter in this analysis. For the (1,1) case, we employ

the experimental D0 value of 1105 cm−1 [22], within a few cm−1 of high-level theoretical

values [23, 24]. For the (1,2) case, we employ the theoretical D0 value of 2726 cm−1 [25],

which is in good agreement with the experimental value of 2650±50 cm−1 [26]. For the

monomer+monomer reaction, the falloff from the high pressure limit is about a factor of

10−3 for the experimentally studied pressures. The k1,2 rate coefficient approaches its high

pressure limit at much lower pressures than does k1,1. This result is due to the increase

in the number of low frequency modes, which yields a decrease in the rate of dissociation
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FIG. 3. Time evolution of (H2O)n clusters at 35.9 K for [H2O]0 equals to � 1.22, • − − 1.54,

N· 1.85, H− ·− 2.17 � · · − · 2.79 (×1014 molecule cm−3). Lines refer to the kinetic model with

calculated rate constants of Table S2

.

at a given energy, and thus an increase in the probability of collisional stabilization at a

given pressure. Further increases in size lead to a similar shift toward the high pressure

limit, as illustrated in Fig. S10. The temperature dependence of the high pressure limit rate

coefficients is illustrated in Fig. S9.

Table S2 presents the calculated association rate coefficients for our experimental con-

ditions. Table S3 provides a more extensive summary of the temperature and pressure

dependence of the calculated rate coefficients. It is worth noting that for the present con-

ditions, due to greater pressure falloff the dimer formation rate coefficient is two orders of

magnitude lower than rates for larger cluster formation. At 22.9 K and 0.165 mbar for
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FIG. 4. Theoretically predicted temperature and pressure dependent association rate coefficients

for H2O + H2O (solid lines) and H2O + (H2O)2 (dashed lines). The experimentally studied pressure

range is from about 10−3 to 10−4 bar.

instance, k1,1 = 4.2× 10−12 cm3 molec−1 s−1 and k1,2 = 2.0× 10−10 cm3 molec−1 s−1. This

clearly indicates that dimer formation is the rate limiting step for water cluster production

in our experimental conditions.

A fitting of the experimental data is undertaken using the kinetic model (Eqs. 2–3)

in which the predicted rate coefficients are implemented. For each temperature, values

of ki,j for larger i and j are supposed equal to a single rate coefficient k∞ that is used

as a fitting parameter. These fitted k∞ values, which are also reported in Table S2, are

reasonably consistent with the calculated high pressure values for smaller clusters, with some

discrepancy observed only for the 69.4 K case, where the data and fitting are more uncertain.

Figure 3 shows the comparison between the experimental data and the kinetic model at 35.9

K, for five different initial water densities in the case of neutral clusters composed of 4 to

37 monomers. As clusters can start to form before the exit of the Laval nozzle because the

uniform supersonic flow is already established a few µs upstream, the origin of the time was

chosen in the model to fit the experimental measurements. Furthermore, to compare the

time evolution given by the model with the experimental data, the population of clusters

given by the model were arbitrarily normalized to one of the experimental points. The

fit was optimized by minimizing χ2 using the Nelder-Mead downhill simplex method [27].

Time evolution of the clusters at 22.9, 49.1 and 69.4 K as well as the results of the fitting

procedure are presented in the Supplementary Information. In addition a sensitivity study
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is presented, showing the high influence of the k1,1 rate coefficient to the goodness of fit.

The formation of water clusters is a fundamentally interesting physical phenomenon with

strong dependence on key parameters such as the temperature and pressure. The present

study combines experiments, theoretical calculations, and modeling to directly probe the

cluster formation process under low temperature conditions. This study gives access for the

first time to quantitative information on the rates of the elementary reactions involved in the

first steps of nucleation over a wide range of physical conditions. We demonstrate that at

low temperatures, where cluster dissociation is negligible, their growth is controlled by the

kinetics of water dimer formation and that this formation is strongly pressure dependent.

This control is tighter at low pressure and high temperature, as long as the temperature

is not so high that dissociation becomes competitive. Notably, the predicted pressure de-

pendent falloff in k1,1 is even more significant at higher temperature and is also important

in the reverse dimer dissociation. This work opens the way to an investigation of the ki-

netics of homogeneous nucleation of molecular species. Beyond fundamental aspects, this

is of particular interest for the exploration of the condensation processes in cold planetary

atmospheres.
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Bretagne and the Université de Rennes 1. S.D.L.P. acknowledges financial support from

the Institut Universitaire de France. The Rennes group wishes to express their thanks to

Prof. P. Casavecchia and Dr. R. Thissen for their advice. This study is based in part

on work supported by the U.S. Department of Energy, Office of Science, Office of Basic

Energy Sciences, Division of Chemical Sciences, Geosciences, and Biosciences at Argonne

under Contract DE-AC02-06CH11357, and at Sandia under contract DE-AC04-94AL85000.

Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin

Company, for the National Nuclear Security Administration.

∗ michael.capron@univ-rennes1.fr; sjk@anl.gov; sebastien.le-picard@univ-rennes1.fr

[1] S. M. Kathmann, Theoretical Chemistry Accounts 116, 169 (2006).

[2] R. Zhang, A. Khalizov, L. Wang, M. Hu, and W. Xu, Chemical Reviews 112, 1957 (2012).

10
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2012.1, a package of ab initio programs,” (2012), see http://www.molpro.net.

[45] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman,

G. Scalmani, V. Barone, B. Mennucci, G. A. Petersson, H. Nakatsuji, M. Caricato, X. Li,

H. P. Hratchian, A. F. Izmaylov, J. Bloino, G. Zheng, J. L. Sonnenberg, M. Hada, M. Ehara,

K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai,

T. Vreven, J. A. Montgomery, J. E. Peralta, F. Ogliaro, M. Bearpark, J. J. Heyd, E. Brothers,

K. N. Kudin, V. N. Staroverov, R. Kobayashi, J. Normand, K. Raghavachari, A. Rendell, J. C.

Burant, S. S. Iyengar, J. Tomasi, M. Cossi, N. Rega, J. M. Millam, M. Klene, J. E. Knox,

J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts, R. E. Stratmann, O. Yazyev,

A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, R. L. Martin, K. Morokuma, V. G.

Zakrzewski, G. A. Voth, P. Salvador, J. J. Dannenberg, S. Dapprich, A. D. Daniels, Farkas,

J. B. Foresman, J. V. Ortiz, J. Cioslowski, and D. J. Fox, “Gaussian 09, revision b.01,”

(2009).

[46] J. Troe, Journal of Chemical Physics 66, 4745 (1977).

[47] A. W. Jasper and J. A. Miller, Combustion and Flame 161, 101 (2014).

13


