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We present practical methods to measure entanglement for quantum simulators that can be realized with
trapped ions, cold atoms, and superconducting qubits. Focussing on long- and short-range Ising-type Hamil-
tonians, we introduce schemes that are applicable under realistic experimental conditions including mixedness
due to, e.g., noise or temperature. In particular, we identify a single observable whose expectation value serves
as a lower bound to entanglement and which may be obtained by a simple quantum circuit. As such circuits
are not (yet) available for every platform, we investigate the performance of routinely measured observables as
quantitative entanglement witnesses. Possible applications include experimental studies of entanglement scaling
in critical systems and the reliable benchmarking of quantum simulators.

Introduction—Harnessing the potential of well-controlled
experimental platforms, quantum simulators have re-
cently emerged as analogue devices to study paradigmatic
condensed-matter models [1]. To date, a considerable variety
of devices have been proposed and partially realised to serve
the central aim in this field, the preparation and control of
quantum states with a number of constituents that is beyond
the reach of classical simulations [2]. For the demonstration
of genuinely quantum features of these simulators, it is
thus of considerable interest to find methods which quantify
entanglement and, if possible, relate the findings to classical
simulatability. For pure states, the bi-partite block entangle-
ment is a direct figure of merit for the resources required
when simulating many-body systems with numerical methods
such as the density-matrix renormalization group [3-5].
One way to obtain the entanglement contained in a state
in the laboratory would be to perform full quantum state
tomography [6] and to compute the entanglement of the
reconstructed state. However, this is not only impractical due
to the exponential resources required—the proverbial curse
of dimensionality—but for many reconstruction schemes
it may also lead to a systematic overestimation of the true
entanglement content [7]. An experimentally feasible and
rigorous alternative is to instead rely on lower bounds which
may be obtained directly from measured observables [24]
and such lower bounds to the entanglement should (i) rely
only on a few observables in order to avoid the curse of
dimensionality, (ii) avoid assumptions on the state in the
laboratory (such as, e.g., symmetries, temperature or an
underlying Hamiltonian), and (iii) should be applicable to
the experimentally relevant setting of mixed states. Indeed,
as has already been demonstrated, (i)-(iii) may be met and
entanglement may be quantified from significantly less
observables than are required for the knowledge of the full
state: E.g., collective observables are capable to detect [8—10]
and quantify [11-14] entanglement.

We construct and analyze lower bounds to the bi-partite en-
tanglement of states arising in the quantum simulation of a
variety of spin models such as

N N
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which have recently been implemented in experiments with
trapped ions [15—19], superconducting qubits [20], and ultra-
cold atoms [21, 22]. We will consider ground states and
their quasi-adiabatic dynamical preparation employing realis-
tic noise models, including decoherence-induced mixedness.

Our aim is to quantify bi-partite block entanglement of one
part of the chain vs. the rest relying only on measurements
of certain observables C;. Denoting experimentally obtained
expectation values of these observables by c¢; [23], we are thus
interested in

Buial{C:}, {e}] = min { E(0)
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i.e., we consider the minimal amount of entanglement that
is consistent with the obtained measurements c;. Here, F is
the entanglement measure of choice and the minimization is
taken over all density matrices g. As such, we follow the pro-
gramme initiated in Refs. [24]. Note that no assumption on
the state in the laboratory enters our considerations. While we
will present tailored lower bounds to E, that work particu-
larly well—in some cases even providing Fy,, exactly—for
certain classes of states, we stress that all bounds presented in
this work are valid for arbitrary states — pure or mixed.

For systems governed by Hamiltonians as in Eq. (1), we
identify a single key quantity in order to obtain lower bounds
on Eni,. That is, it turns out that a single observable C con-
stitutes a common quantitative witness and, in fact, for large
classes of states determines not only a lower bound but the
entanglement of p itself. We show how this witness may be
measured directly by employing a simple quantum circuit. If
such a circuit is available, entanglement may thus be quanti-
fied for systems consisting of an arbitrary number of spins. If
it is not available, the above observation still allows us to (i)
transform the numerical minimization in Eq. (2) into the prob-
lem of computing the smallest eigenvalue of a sparse matrix
and thus obtain results for more than 20 spins (and in principle
many more using DMRG methods [5]) and (ii) to analytically
derive quantitative witnesses that are simple to measure for
an arbitrary number of spins, thus avoiding optimisation alto-
gether. With recent implementations of models as in Eq. (1)
in mind, we thus introduce schemes for practical and rigor-
ous experimental entanglement estimation using only a few
readily available observables and without relying on any as-



sumptions on the state in laboratory.

Throughout, we will use the logarithmic negativity [25] as
our bipartite entanglement measure and consider the biparti-
tion {1,...., 5}{& + 1,..., N}, assuming N to be even.
The logarithmic negativity is a full entanglement monotone
for mixed states [26] and reduces to the Rényi entanglement
entropy with Rényi index 1/2 on pure states.

Preliminaries—We start by introducing the relevant quanti-
ties. The logarithmic negativity is defined as

By (0) = log " ||1, 3)

where o' is the partial transpose of ¢ with respect to the cho-
sen bipartition and || X ||; = max{tr(CX)| -1 < C < 1}
is the trace norm. By its variational form we have that any
observable with —1 < CT < 1 fulfils En(9) > log<é>é.
Any such observable C thus serves as a quantitative entangle-
ment witness as it not only witnesses entanglement but indeed
provides a lower bound. As an important example for such
a quantitative witness consider the un-normalized maximally
entangled state |®) = 2V/4 QN2 |4). N41_i» Where |q[))

(100) + [11))/+/2, which fulfils —1 < (U |®)(®| UT)
for any unitary U =V ® W. Hence, for any state o
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The significance of the quantitative witness U |®)(®|UT
becomes clear when considering pure states: For a given
pure state, consider its Schmidt decomposition ) =
> s ¥slas)|bs) and let U =V @ W be the unitary that takes
@) to 3, la)|bs). Then (|U]®) = [(|v)(w))T[}/* an
thus Eq. (4) becomes an equality.

While in general this requires the knowledge of the Schmidt
vectors, we will see below that for large classes of states,
equality may be achieved for one particularly simple uni-
tary. This fact may be used to greatly simplify the opti-
mization in Eq. (2). Furthermore, for these classes of states,
(U |®)(®| U1); may be obtained directly by applying a sim-
ple quantum circuit as in Fig. 1b) consisting of mutually com-
muting N/2 two-qubit controlled-not and N/2 single-qubit
gates and subsequently performing a projective measurement
of |0)(0|®" in the computational basis.

Results—The Ising model in Eq. (1) has been realized on a
variety of experimental platforms: Systems with tunable inter-
actions are for example found in devices based on supercon-
ducting qubits [20]. Short-ranged couplings are encountered
in experiments with ultra-cold atoms in optical lattices, see,
e.g., Ref. [21], in which nearest-neighbour interactions have
been simulated. For ion-traps, the implementation of Eq. (1)
has been proposed theoretically [28] and realised experimen-
tally [15-17]. Details about .J; ; are given in [27]. Often they
are well approximated by an algebraic decay,
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FIG. 1. a) Expectations of |®)(®| for the ground state of the fer-
romagnetic (left) and of |®')(®’| for the ground state of the anti-
ferromagnetic (right) long-range Ising Hamiltonian in Eq. (1) for
realistic couplings [27] with N = 20 and B in units of Jo =
>, |Jii1]/(N — 1). The coupling range is determined by the de-
tuning parameter . b) The expectations may be obtained via the
circuit in Eq. (7) and they coincide with the entanglement in the
ground state, see Corollary 1. c) Lower bounds to the entangle-
ment of ground states of the Hamiltonian in Eq. (1) with N = 16,
= 117.6 kHz and realistic couplings [27]. The black line shows
the exact logarithmic negativity of the ground state. Entanglement
bounds are obtained by optimizing the quantitative witness in Eq. (8)
over wi. The couplings in the witness are as in the Hamiltonian but
randomly perturbed by 2% to mimic imprecise knowledge and shown
are several random trials as density plots with the optional operator
Q2| 5% in blue and without in cyan.

Our main result is that for ground states |1)) of a variety of
spin Hamiltonians the maximizing unitary in Eq. (4) may be
given explicitly and achieves equality [27]:

Evn (|9)(¢]) = log te[U [@)(D| UT [0) (] (6)

We prove in [27] that this holds for couplings as in Eq. (5),
for all given numerical examples (see Sec. I of [27]), and more
general models. Crucially, U does not depend on the details of
the model. Hence, the bipartite entanglement (between the left
and right half of the chain as quantified in terms of the loga-
rithmic negativity) of any state that is a non-degenerate ground
state of a Hamiltonian as in Eq. (1) with couplings fulfilling
the hypotheses given in [27] is equal to the expectation value
of a simple (unnormalized) projector. What is more, this ex-
pectation value serves as a lower bound to the entanglement of
any state (pure or mixed). One possibility to obtain this expec-
tation value—so the overlap of the state in the laboratory with
|®)—is to apply a simple circuit and subsequently measuring
the projector |0) §0|®N For the ferromagnetic case, (J < 0),
we write |®) = RT|0)®V, where

4 N+1—i @)



and C’i, ; denotes the controlled-not gate acting on spin 4 (con-
trol) and j (target) and H; the Hadamard gate acting on spin
1. The antiferromagnetic case (J > 0) follows by addition-
ally applying the transformation ®5V:/12 &% before the mea-
surement. Note that, e.g., in ion trap experiments, spin po-
larization measurements along a particular axis are routinely
performed by spin-dependent resonance fluorescence.

The logarithmic negativity of any state may thus be lower
bounded by applying the circuit R, which is depicted in
Fig. 1b. There, we also show numerical results for the thus
obtained entanglement of the ground state of the Ising model
in Eq. (1) for realistic [27] ferro- and antiferromagnetic cou-
plings; cf. the phase diagram from the entanglement entropy
in Ref. [32].

Although experimentally feasible (see e.g. Ref. [33] for the
realization of a CNOT gate in ion traps and Ref. [34] for super-
conducting qubits), other observables may be more accessible
than the implementation of the circuit R. To this end, we give
lower bounds to Eq. (2) in terms of arbitrary observables C;.
Combining Egs. (2) and (4), we find that Emin[{C'i}, {ci}] is
lower bounded by the logarithm of (W), = 3°, w;c; for any
operator W := 3, w;C; fulfilling W < |®)(®|. In particu-
lar, an optimal bound may be obtained by optimizing over the
w; using a semidefinite program (SDP) [27]. Note that the ob-
servables C; are entirely arbitrary and this scheme thus may
accommodate measurements of any experimental platform.

Motivated by the fact that if the ground state is separated
from the first excited state by an energy gap, the Hamiltonian
itself provides an entanglement witness [38], we consider wit-
nesses of the form

N
W =wol + Q)&% +wiH, (8)

where we included the (optional, see Fig. lc) operator
®f\;1 &% to account for the small gap in the symmetry-broken
phase. This further simplifies the optimization over the vari-
ables {w;} as now we are considering only one observable—
namely W—and the number of optimization variables is re-
duced to one. Note that for H as in Eq. (1), the witness
W consists of at most quadratically many two-body observ-
ables and hence its expectation value may in this sense be
obtained efficiently: The experimental effort is reduced to
obtaining the expectation value of the magnetization ), 6%
and all pairs 67,67 for which J; ; is non-zero. In ion-trap and
superconducting-qubit experiments such observables are rou-
tinely measured. For nearest-neighbour couplings as, e.g., the
ultra-cold atoms experiment in Ref. [21], this amounts to only
linearly many observables, the correlators 626271 may be
obtained directly under a quantum-gas microscope [21], and
the magnetization by a Fourier-transformation of the time-of-
flight distribution. For the couplings one could either choose
a theoretical prediction (for ion traps given in Sec. I of [27])
or, if possible, measure them experimentally (see the meth-
ods used in Ref. [18] for ion traps). Then the SDP may be
avoided completely by choosing wy as the smallest eigen-
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value of |®)(P| — ®f\;1 6% — wiH as then the constraint
W < |®)(®| is automatically fulfilled. As this operator is
a sparse matrix, standard eigenvalue solvers allow for system
sizes of more than 20 qubits. In fact, since |®)(®P| possesses a
representation as a matrix product operator of bond dimension
four, DMRG algorithms may be used to obtain the smallest
eigenvalue for much larger systems. In Fig. Ic) we show nu-
merical results for the above procedure. Again, we do not put
any assumptions on the state in the laboratory—the expecta-
tion <W>Q is a lower bound to the entanglement of any state ¢
but, of course, we know that the bound will work particularly
well for ground states of Hamiltonians as in Eq. (1) with cou-
plings as in Eq. (5) or as in Sec. I of [27] with parameters as
for all the numerical examples considered here. Finally we use
the condition W < |®)(®| to determine a witness W (see [27]
for details) in terms of observables which are readily measur-
able with trapped ions. Notably, W allows for lower bounds
for ground states of Hamiltonians as in Eq. (1) independent of
the magnetic field, see Fig. 2. With this quantitative witness
one is hence in the position of directly giving lower bounds
by obtaining expectation values of simple operators and nei-
ther the implementation of a circuit nor optimisation is neces-
sary, which allows for the application to an arbitrary number
of spins.

Quasi-adiabatic  preparation and benchmarking—In
non-equilibrium situations, quantum simulators of one-
dimensional spin systems may outperform classical comput-
ers already for a moderate size of spins: As opposed to states
in equilibrium, which typically have little entanglement (cf.,
area laws for ground and thermal states [3, 41]), the entan-
glement generated in non-equilibrium situations may become
large [42]. Arguably the best numerical algorithms for the
simulation of one-dimensional (non-)equilibrium quantum
many-body systems are those based on matrix product states
(MPS) and matrix product operators (MPO) [5, 43]. The
resources required to treat such states numerically are directly
related to their so-called bond dimension. For pure states,
i.e. MPS, there is an intimate relation between the bond
dimension and the entanglement content as quantified in
terms of Rényi entanglement entropies [4]. For mixed states,
i.e. MPO, this connection is far less clear. Indeed, an MPO
may have a small bond dimension while at the same time have
a large block entropy—the product operator (1,/2)®" being
the most striking example. In this sense, using pure-state
entanglement measures (such as Rényi entanglement en-
tropies) as benchmarks may lead to false conclusions because
in experiments mixedness is unavoidable. We illustrate these
relations by considering the quasi-adiabatic preparation of
ground states of Ising Hamiltonians as commonly performed
in ion-trap experiments [17, 27]. Numerical results are
summarized in Fig. 2 The main conclusions are: The block
entropy S(try,. n/2[0(t)]) (a measure of entanglement if the
state was pure) increases with time for all noise-strengths
while the true entanglement reaches a maximum after which
it decreases in time. From the block entropy one would thus
falsely conclude that the state becomes harder and harder to
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FIG. 2. Quasi-adiabatic ramping of the magnetic field across the
phase transition including spontaneous emission and dephasing sim-
ulated using a Lindblad model [27] for N = 8 spins, leading to a
relatively long-ranged interaction ~ |i — 5|7%%. a), ¢) Shown are
the block entropy S(try, .. n/2[0(t)]) (an entanglement measure if
the state was pure) in red, the exact bi-partite entanglement of the
simulated state §(¢) in black, lower bounds as obtained by the cir-
cuit R (blue crosses), by the witness Eq. (S35) in [27] (green trian-
gles), by the SDP [27] with observables 6%, %67,4,7 =1,..., N,
a = x,y,z and &L --- 62 as input (orange circles), and by opti-
mizing the quantitative witness in Eq. (8) over w; and B (yellow
squares). See [27] for a detailed noise analysis. b), d) Shown in grey
are upper and lower bounds [44] to the MPO approximation error in
Eq. 9) (D = 1,2,3,4 top to bottom). Note the monotonicity of
the block entropy as opposed to the behaviour of the approximation
error and the entanglement as quantified in terms of the logarithmic
negativity.

simulate while the error when approximating ¢(¢) by an MPO
o0p with bond dimension D,

en(t) = min 8(t) ~ ol ©

reaches a maximum and then decreases in time [44] as does
the entanglement. The exact mathematical connection be-
tween approximability by MPOs, entanglement, and other
quantities such as, e.g., mutual information, remains an open
question however.

Summary and Outlook—In the setting of quantum simula-
tions of the transverse- field Ising model, we have introduced
methods to estimate bi-partite block entanglement without
putting any assumptions on the state in the laboratory. The
principles presented here are applicable to, e.g., ion-trap, cold-
gases, and superconducting-qubit implementations and we
have focused on the ion-trap platform for specific examples. A
lower bound to the entanglement is given by the overlap with
a certain state, which may, e.g., be obtained by a simple quan-
tum circuit and, for large classes of states, actually gives the
entanglement exactly instead of just bounding it. As obtain-

ing this overlap may, depending on the platform, may repre-
sent a considerable experimental challenge, we further investi-
gated the performance of routinely performed measurements
as means to estimate the entanglement. As we consider the
benchmarking of quantum simulators as one possible applica-
tion, we have compared the matrix-product-operator bond di-
mension, block entanglement, and block entropy for a quasi-
adiabatic protocol preparing ground states of the transverse-
field Ising model.
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