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We use the amplitude expansion in the phase field crystal framework to formulate an approach
where the fields describing the microscopic structure of the material are coupled to a hydrodynamic
velocity field. The model is shown to reduce to the well known macroscopic theories in appropriate
limits, including compressible Navier-Stokes and wave equations. Moreover, we show that the dy-
namics proposed allows for long wavelength phonon modes and demonstrate the theory numerically
showing that the elastic excitations in the system are relaxed through phonon emission.
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One of the grand challenges in materials modeling is to
take into account the large range of different time scales
from elastic vibrations to vacancy diffusion and length
scales varying from atomistic details to dislocations and
grain boundaries at micron scales. Phase field crystal
(PFC) models were originally introduced [1] in order to
couple diffusive time scales with atomistic spatial resolu-
tion and are a suitable candidate for a framework with
a wide range of temporal scales. This is achieved by
coarsening out fluctuations due to finite temperature by
describing the system in terms of a mass density field
which is averaged over thermal fluctuations. Over the
past decade PFC models have been used successfully to
study a wide variety of different phenomena in solids [2].

One of the important advantages of the PFC mod-
els is the intrinsic incorporation of elastic energy asso-
ciated with a fixed inter-atomic length scale. However,
this poses a great challenge for the dynamics of the sys-
tem: elastic excitations emit phonons which cannot be
described using over-damped, purely dissipative dynam-
ics. An attempt to include fast time scales in the dynam-
ics was with the introduction of an explicit second order
time derivative in the equation of motion for the PFC
mass density field ρ̃ as

∂2t ρ̃+ α∂tρ̃ = ∇2 δF̃

δρ̃
, (1)

where F̃ is a PFC free energy and α a dissipation param-
eter [3, 4]. The incorporation of the second order time
derivative gives rise to short wavelength oscillations ac-
celerating relaxation processes but fails to describe large
scale vibrations. This was pointed out by Majaniemi et
al. who studied coupling of a displacement field to the
mass density field within the PFC framework [5, 6].

Fast dynamics have been studied more systematically
by coupling a velocity field with the PFC mass density
field [7, 8]. However, two main obstacles arise from this
sort of coupling. First, the PFC mass density field os-

cillates at an atomistic length scale creating large gra-
dients which result in spurious unphysical flows. Sec-
ond, it is not clear how dissipation at microscopic length
scales should be incorporated. Hydrodynamics considers
smooth fields and it is hard to extend the theory to spa-
tially microscopic systems with velocity variations at the
inter-atomic length scale.

Some attempts have been made recently to overcome
these problems by introducing a mesoscopic mass density
which can be obtained by smoothing out the PFC mass
density with specific Fourier filters [9] and by consider-
ing colloidal systems where hydrodynamics is solved only
in the solvent surrounding the colloidal particles [10]. In
this Letter we introduce an approach that avoids the pos-
sible ambiguity of coarse graining the fields and that is
not limited to colloidal systems.

In this work, we follow the idea of coarse-graining the
mass density and velocity fields by using the amplitude
expansion framework [11, 12] where the structure is de-
scribed by the amplitudes of the atomistic density os-
cillations instead of the PFC mass density field itself.
This framework allows for a description of the material
by smooth fields and it can be shown to reduce to well
known macroscopic theories. The displacement field is
naturally coupled to the amplitudes of the density oscilla-
tions and to the velocity field, with no need for additional
assumptions.

We derive the dynamical equations for the system by
first writing down energy conserving dynamics for the
PFC system and then coarse-graining these equations as
well as the energy in order to obtain conserved dynam-
ics for the mesoscopic system generated by a mesoscopic
energy. After this we add dissipation in the system to
make the dynamics irreversible. We consider some lim-
its of the model and study the grain rotation problem
to make a connection with relaxing elastic excitations
through phonon emission.
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Conserved dynamics and coarse-graining. We start
by writing down conserved dynamics generated by an
effective Hamiltonian

H̃[ρ̃, ṽ] = T [ρ̃, ṽ] + F̃ [ρ̃], (2)

where T [ρ̃, ṽ] =
∫
dr(ρ̃|ṽ|2/2) is the kinetic energy and

F̃ [ρ̃] is any configuration free energy of the PFC type with
a periodic ground state in the solid phase. Here ρ̃, ṽ are
the PFC mass density and velocity fields, respectively.
We assume conservation of mass and momentum density
given by

∂tρ̃ = −∇ · (ρ̃ṽ), (3)

∂t(ρ̃ṽ) = −∇ · (ρ̃ṽ ⊗ ṽ) + f̃ , (4)

where f̃ is a force term determined by total energy con-
servation.

We expand the density ρ̃ in Fourier space as

ρ̃(r, t) ≈ ρ(r, t) +
∑
j

[
ηj(r, t)e

iqj ·r + C.C.
]

(5)

Here qj are the reciprocal lattice vectors, ηj are the am-
plitudes, ρ is the density field averaged over a unit cell of
the Bravais lattice and C.C. denotes the complex conju-
gate.

The amplitudes ηj and the density ρ are assumed to be
slowly varying in space and are treated as constants over
a length scale 1/|qj |. Furthermore, the amplitudes ηj are
taken to be complex valued to allow for displacements.
Change of coordinates r → r− u(r) in Eq. (5), where u
is a spatially slowly varying displacement field results in
ηj → ηj exp (−iqj · u) giving a meaning to the phase of
the complex amplitudes.

Following Ref. [12] we coarse-grain Eqs. (3) and (4)
to obtain time-evolution equations for fields ηj , ρ and a
mesoscopic velocity v. We present the results here, the
details may be found in the Supplementary Material [13].

From the mass density conservation (3) we get

∂tρ = −∇ · (ρv), (6)

∂tηj = −Qj · (ηjv), (7)

where Qj = ∇ + iqj . The momentum density conserva-
tion of Eq. (4) gives

ρ
Dv

Dt
:= ρ (∂tv + v · ∇v) = f , (8)

for the mesoscopic velocity with the help of Eq. (6).
The mesoscopic force term f in Eq. (8) is determined

by the conservation of the effective Hamiltonian H =
T [ρ,v] + F [ρ, {ηj}], where T is the kinetic energy

T =

∫
dr

(
1

2
ρ|v|2

)
, (9)

and F is a configuration free energy obtained from coarse-
graining F̃ and described in terms of ρ and {ηj}. We
require that ∂tH = 0. This results in

f = −ρ∇δF
δρ
−
∑
j

[
η∗jQj

δF

δη∗j
+ C.C.

]
. (10)

For the remainder of this article we choose a configu-
ration free energy of a 2D hexagonal lattice

F =

∫
dr

B`
2
ρ2 − τ

3
ρ3 +

ν

4
ρ4 +

B̃x

2
|∇ρ|2

+

(
∆B

2
− τρ+

3ν

2
ρ2
)
A2 +

3∑
j=1

Bx|Gjηj |2

+ (6νρ− 2τ)

 3∏
j=1

ηj + C.C.


+

3ν

4

A4 − 2

3∑
j=1

|ηj |4
 ,

(11)

where A2 = 2
∑
j |ηj |2, Gj = ∇2+2iqj ·∇, B` = ∆B+Bx,

τ and ν are bulk energy parameters and B̃x is a surface
energy parameter for the density ρ. We have chosen a
representation for the vectors qj as q1 = (−

√
3/2,−1/2),

q2 = (0, 1) and q3 = (
√

3/2,−1/2). This energy can be
obtained from the standard PFC free energy

F̃ =

∫
dr

[
∆B

2
ρ̃2 +

Bx

2
ρ̃(1 +∇2)2ρ̃− τ

3
ρ̃3 +

ν

4
ρ̃4
]

by coarse-graining, as discussed in [14].
Using the configuration free energy F the functional

derivatives in Eq. (10) become

δF

δη∗j
= (∆B − 2τρ+ 3νρ2)ηj +BxG2j ηj

+ (6νρ− 2τ)
∏
i6=j

η∗i + 3ν(A2 − |ηj |2)ηj
(12)

and

δF

δρ
=
(
B` + 3νA2 − B̃x∇2

)
ρ− τρ2

− τA2 + νρ3 + 6ν (η1η2η3 + C.C.) .

(13)

Dissipation. To incorporate irreversible effects in the
dynamics we add dissipation. For the time evolution of
the velocity we choose Navier-Stokes type dissipation re-
sulting in

ρ
Dv

Dt
= f + µS∇2v + (µB − µS)∇∇ · v, (14)

where µS is a surface dissipation parameter and µB ac-
counts for bulk dissipation. Source terms in the time
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evolution of the complex amplitude and density provide
additional modes of dissipation:

∂tηj = −Qj · (ηjv)− µη
δH
δη∗

, (15)

∂tρ = −∇ · (ρv) + µρ∇2 δH
δρ
. (16)

Here µη and µρ are dissipation parameters.
Now we have complete dynamics for the system deter-

mined by Eqs. (14), (15) and (16) and it can be shown
that the dynamics leads into a non-increasing effective
Hamiltonian H in time [13]. Next we will study some
important limits of the theory.

Liquid limit. A liquid is described by setting the com-
plex amplitudes ηj → 0. In this limit, the time evolution
equation for the velocity field becomes

ρ
Dv

Dt
= −∇

(
B`

2
ρ2 − 2τ

3
ρ3 +

3ν

4
ρ4
)

+ µS∇2v + (µB − µS)∇(∇ · v),

(17)

which is accompanied by Eq. (16). When the density
dissipation parameter µρ → 0, this pair of equations be-
come the Navier-Stokes equations for a compressible flow

where the pressure P = B`

2 ρ
2 − 2τ

3 ρ
3 + 3ν

4 ρ
4 is described

in terms of a virial expansion in ρ. Here we take the
long wavelength limit and discard any derivatives of ρ of
higher order than two. This also removes the dissipation
in Eq. (16).

Over-damped limit. In the limit where µη and µρ are
large, the set of equations reduces into the usual over-
damped amplitude expansion model [14] described by

∂tηj = −µη
δF

δη∗j
, (18)

∂tρ = µρ∇2 δF

δρ
. (19)

This limit is achieved also when the dissipation of the
velocity is large [13].

Small displacement limit. Another interesting limit is
the limit of small displacements. Writing the complex
amplitudes as ηj = φj exp (−iqj · u) we can rewrite the
system in terms of the order parameter fields φj and the
displacement field u. Assuming a perfect hexagonal crys-
tal, implies that φj = φ. Now Eq. (15) gives

∂tφ = −∇ · (φv)− 1

2
µη
δF

δφ
, (20)

Du

Dt
= v − 1

2
µηφ

−2 δF

δu
, (21)

with the advective derivative D
Dt . With small enough

displacements u we assume that ρ and φ are constant
(ρ0 and φ0) and keep only u and v up to linear order.
Furthermore, we assume that u changes relatively slowly
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FIG. 1: The dispersion relation ω̃o⊥(k̃) = k̃
√

1− k̃2 for the
oscillating component of the transversal wave in the small
displacement limit. Here ω̃o⊥ = ωo⊥ρ0µη/(6φ

2
0) and k̃2 =

k2Bxµ2
ηρ0/(12φ2

0). See text for details.

in space discarding all the derivatives of order higher than
two. We obtain

ρ0∂tv = f ≈ −δF
δu

, (22)

∂tu = v − 1

2
µηφ

−2 δF

δu
, (23)

δF

δu
≈ −3Bxφ20(∇2u + 2∇∇ · u). (24)

Here we assume that there is no dissipation of velocity.
Differentiating Eq. (23) yields

∂2t u = 3Bxφ20ρ
−1
0 (∇2u + 2∇∇ · u)

+Bxµη∂t(∇2u + 2∇∇ · u),
(25)

by substituting ∂tv from Eq. (22) giving us a damped
wave equation for the hexagonal crystal symmetry.

With the ansatz u = exp (ik · r− ωt), we find the dis-
persion relation ω = ω(k). In particular, for the trans-
verse modes u = u⊥ with k · u⊥ = 0, we obtain

ω2
⊥ −Bxk2µηω⊥ + 3Bxφ20k

2ρ−10 = 0, (26)

which we can solve for ω⊥ = ωd⊥ + iωo⊥ giving

ωd⊥ =
1

2
Bxµηk

2, (27)

ωo⊥ = ±k
2

√
Bx

ρ0
(12φ20 −Bxµ2

ηρ0k
2), (28)

if k2 < 12φ20/(B
xµ2

ηρ0). Here ωd⊥ is the damping com-
ponent and ωo⊥ is the oscillating component. If k2 >
12φ20/(B

xµ2
ηρ0) we get pure damping with

ωd⊥ =
1

2
Bxµηk

2 ± k

2

√
Bx

ρ0
(Bxµ2

ηρ0k
2 − 12φ20), (29)
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(a) (b)

FIG. 2: Panel (a) shows the density field ρ with a blow-up of
the reconstructed PFC density field ρ̃ while panel (b) shows
the magnitude of the velocity field |v| with a quiver field on
top to show the direction of v.

where the complete solution is a superposition of these
two modes.

Fig. 1 shows the dispersion relation for the oscillating
component in the damping and oscillating cases. Our
result shows that in the long wave length limit, the os-
cillating small displacement modes correspond to propa-
gating phonons. For wave lengths below a critical value,
the modes become purely diffusive. This is in contrast
to previous studies [3, 4] using Eq. (1), where only diffu-
sive modes exist in the long wave length limit [6]. Note
that, when µη = 0, the damping vanishes resulting in
an energy conserving wave equation with longitudinal
and transverse modes with velocities c2t = 3Bxφ20ρ

−1
0 for

transverse and c2l = 9Bxφ20ρ
−1
0 for longitudinal modes.

Grain rotation. To test the theory numerically, we
study the dynamics of a rotated circular crystalline grain
embedded in a crystalline matrix. Although experi-
mental studies of polycrystalline patterns suggest that
smaller grains usually disappear at the boundary of two
larger grains rather than in the middle of a single ma-
trix [15], the rotated grain remains important for under-
standing grain boundary motion and has been studied
theoretically [16] using Molecular Dynamics simulations
[17, 18] and PFC models [19, 20].

The initial misorientation gives rise to a grain bound-
ary at the perimeter of the grain due to a difference in
the orientation of the crystal with respect to the sur-
rounding matrix. Taken that the grain boundary motion
is curvature driven it is expected that the area of the
grain decreases linearly in time as the rotation angle in-
creases [20]. The increase of the rotation angle is due
to the conservation of dislocation cores whose number
is proportional to γ(t)R(t), where γ is the misorientation
angle and R is the radius of the grain. In our calculations
we fixed the energy parameters and varied the velocity
dissipation parameter µS keeping it equal to µB .

Figure 2 shows the density field ρ and the velocity field
v during the shrinking process exposing the dislocation
cores at the boundary of the grain and showing the rota-
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µS = 10.00
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FIG. 3: The squared radius R2 of the grain as function of
time for various different values of µS and for over-damped
dynamics and elastically equilibrated over-damped dynamics.

tion of the grain facilitated by the velocity field v. Note
that the slowly varying density ρ does not vary much
even at dislocation cores.

The rate of shrinking is shown in Fig. 3. The shrinking
of the grain and also the energy dissipation is faster when
we decrease the dissipation parameter µS . For compari-
son we have included a calculation with over-damped dy-
namics given by Eqs. (18) and (19) and also over-damped
dynamics with elastic equilibration, where the energy is
minimized with respect to the deformation field u at all
times as described in [21]. The calculations verify the
analytical analysis, in particular that R2 decreases lin-
early in time and that the value of γR remains the same
regardless of the dynamics.

Changing µS changes the rate of the dynamics. The
dynamics in the µS → 0 limit is very similar to dynam-
ics subject to the constraint of elastic equilibrium and
we suspect the fast dynamics when µS → 0 is caused by
the minimization of elastic excitations by creation of vi-
brations which are present throughout the shrinking pro-
cess with hydrodynamics. We keep ρ constant for over-
damped dynamics with and without elastic equilibration
since the effect of density is negligible in the absence of
hydrodynamics. The initial configuration was identical
for all the different cases with a misorientation angle of
5◦ and a grain diameter half of the domain width. For
numerical details see [28].

Summary and discussion. We introduce a scheme
which couples fast dynamics to dissipative processes on a
mesoscopic length scale. The dynamics arises from con-
servation laws which couple a velocity field with the fields
describing the structure of the system in a consistent
manner. We have also shown with a numerical exam-
ple how the dynamics changes due to the presence of
vibrating modes.

The method presented here allows for different types
of dissipation in the time evolution of the system. For ex-
ample, instead of the Navier-Stokes type dissipation used
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here, one could use a Langevin type dissipation −µLv in
the velocity equation (14). This breaks the Galilean in-
variance of the velocity equation and introduces dissipa-
tion similar to commonly used in PFC dynamics as shown
by linearizing hydrodynamics [7]. The Navier-Stokes
type dissipation used here avoids the problem of bulk
dissipation described in [20] since the velocity is Galilean
invariant allowing for parallel transport of all fields while
the dissipation takes place only when ∇2v 6= 0 so that
uniform motion does not dissipate energy. This also sug-
gests that large grains are more sluggish with traditional
PFC dynamics described by Eq. (1) than with the full
hydrodynamics since dissipation happens everywhere in
the grain rather than just at the perimeter.

The approach of this letter is general and can be ex-
tended to any configuration free energy F which can be
written in terms of slowly varying complex amplitudes
and density field. We expect this approach to be use-
ful for problems where lattice vibrations, mass transport
and other fast phenomena are coupled to the solid-liquid
symmetry breaking. Some examples of such problems
are fracture dynamics, fast solidification and coarsening
of polycrystalline patterns.
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