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The moon-forming impact and the subsequent evolution of the proto-Earth is strongly depen-
dent on the properties of materials at the extreme conditions generated by this violent collision.
We examine the high pressure behavior of MgO, one of the dominant constituents in the earth’s
mantle, using high-precision, plate impact shock compression experiments performed on Sandia Na-
tional Laboratories’ Z-Machine and extensive quantum simulations using Density Functional Theory
(DFT) and quantum Monte Carlo (QMC). The combined data span from ambient conditions to 1.2
TPa and 42,000 K, showing solid-solid and solid-liquid phase boundaries. Furthermore our results
indicate that under impact the solid and liquid phases coexist for more than 100 GPa, pushing
complete melting to pressures in excess of 600 GPa. The high pressure required for complete shock
melting has implications for a broad range of planetary collision events.

PACS numbers: 91.60.Hg, 91.60.-x, 81.40.Vw, 71.15.Pd6

The leading theory of moon formation is a giant im-7

pact event occurring approximately 4.5 billion years ago8

[1–3]. Complicating the giant impact theory, however, is9

that the Earth and Moon have a nearly identical chem-10

ical and isotopic composition [4]. This implies either11

the impactor was compositionally similar to the proto-12

Earth [5] or extensive mixing of the post impact materials13

occurred. Post impact mixing for chemical equilibration14

in the proto-Lunar disk has been shown in simulations [6],15

but requires melting and vaporization of the mantle in or-16

der for material to diffuse. Other impact events, such as17

the formation of chondrules from impact jetting [7], de-18

pend on the melting of material during collisions. The19

simulations needed to test these planetary collisions re-20

quire an accurate understanding of mantle materials at21

extreme pressures and temperatures. Unfortunately, the22

phase diagram and melt line of the most common mantle23

materials is not well constrained at these conditions [8].24

Advanced facilities for performing dynamic compres-25

sion experiments have greatly increased the pressure26

and temperature regimes that can be probed for impor-27

tant planetary materials [9–12]. The ability to perform28

experiments with steady planar shocks and with well-29

characterized impactors and targets is critical for deter-30

mining the equation of state (EOS) and the phase. To31

fully address the physics relevant to planetary science,32

this thermodynamic information must be augmented33

with an understanding of the phase transformations.34

In this work we focus on MgO, the end-member of the35

MgO-FeO solid solution series, a major constituent of36

the earth’s mantle [13] and likely other terrestrial plan-37

ets [14, 15] including exoplanets[16]. At ambient condi-38

tions, MgO exists in a NaCl (B1) lattice structure, which39

is stable over a wide pressure-temperature range [17–20].40

Dynamic compression experiments starting from ambient41

temperature single crystals [21–25], from polycrystalline42

samples [26, 27], and from T0=1850 K and 2300 K [28]43

show no indications of phase transitions up to 230 GPa.44

Most ab initio studies of the phase diagram show three45

phases: the B1 solid, the B2 (CsCl) solid, and the liq-46

uid [29–31], but disagree on the location of the bound-47

aries. Along the Hugoniot, which is relevant for plan-48

etary impact scenarios, the locations of the B1-B2 and49

melt transitions have not been precisely determined.50

Recently McWilliams et al. showed that MgO can be51

dynamically compressed to pressures >1 TPa using a de-52

caying shock technique [32]. The authors proposed loca-53

tions for the B1-B2 and B2-liquid transitions along the54

Hugoniot, but the measurements relied heavily on an ex-55

trapolation of prior MgO Hugoniot data, which was not56

well known above 230 GPa. Additionally, they claim the57

Hugoniot quickly crosses the coexistence region between58

B2 and liquid, but has a large coexistence region be-59

tween B1-B2 solid. Consequently, they infer the unlikely60

scenario that the B1-B2 transition has a larger entropy61

change than the B2-liquid transition contrary to earlier62

DFT studies [17, 31]. Thus, further examination of the63

shock response of MgO is required.64

We present a comprehensive study of the MgO Hugo-65

niot using experiments, density functional theory (DFT),66

and quantum Monte Carlo (QMC) methods over a wide67

pressure range covering the B1, the B2, and the liquid68

phases from 0.27 to 1.2 TPa. The high-precision data69

constrain the Hugoniot at multi-Mbar pressures, and the70

DFT and QMC results further elucidate information on71

the phase boundaries, finding a relatively large volume72

collapse on the B1 to B2 transition and a melting tran-73

sition primarily driven by an increase in entropy. This74

work provides accurate EOS data at extreme conditions75

and furthermore reveals lower limits of the relative im-76

pact velocity required to melt MgO in an impact scenario.77

To attain planetary impact conditions, we performed a78

series of shock compression experiments using the Sandia79

Z-Machine [33]. The Z-machine is a pulsed power system80
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FIG. 1. The experimental configuration and representative
VISAR data. The VISAR measures the Al flyer velocity (VF ,
grey line) as it approaches the MgO. For this low velocity im-
pact, the VISAR loses signal upon impact with the MgO. As
the shock transits into the quartz, the VISAR signal returns
and the quartz shock velocity is measured (blue line).

capable of producing shaped current pulses and induced81

magnetic fields in excess of 20 MA and 10 MG respec-82

tively. The combined current and magnetic field densities83

generate magnetic pressures up to 650 GPa that can ac-84

celerate aluminum flyers up to 40 km/s [34].85

Figure 1 shows a schematic view of the target geom-86

etry; a more detailed Z target geometry is found else-87

where [35]. An Al flyer plate is shocklessly accelerated88

toward the target stack consisting of a single-crystal MgO89

sample ([100], 300-500 µm, Asphera Corp., ρ0 = 3.58490

g/cm3) and quartz window. For some experiments, a91

Cu flyer was used. Although the back side of the flyer92

is melted by the high current, the impact side of the93

flyer remains solid density at impact [34]. A velocity in-94

terferometer system for any reflector (VISAR) measures95

the flyer plate velocity (VF ) up to impact at the target96

(Fig. 1). Impact produces a steady shock in the MgO97

sample. At low impact velocities and consequently, low98

shock pressures, the MgO sample scatters light from the99

VISAR preventing direct measurement of the shock ve-100

locity. Instead, fiducials are observed in the VISAR sig-101

nal (see supplemental [36]) that correspond to impact102

and to shock transit into the quartz window. In this103

case, we calculated the MgO shock velocity (US) using104

the transit time determined from the fiducials and the105

measured thickness. At high impact velocities, the shock106

front is reflective and the VISAR directly measures the107

MgO shock velocity. Multiple VISAR signals [36] were108

recorded for each sample eliminating 2π ambiguities and109

providing redundant measurements for improved preci-110

sion. For directly measured velocities, the uncertainty is111

better than 1% and for transit time measurements the112

uncertainty is on the order of 1-2%.113
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FIG. 2. The MgO Hugoniot data in ρ − P space from Z
experiments, previous experimental data[21–25, 32], and our
DFT results. The Z data deviate from the extrapolation of
the fit to the B1 data from < 230 GPa suggesting the location
of the B1-B2 phase transition

Knowing the initial densities of the MgO and the flyer114

plate and measuring the VF and the MgO US , we cal-115

culate the MgO Hugoniot state density (ρ), pressure116

(P ), and particle velocity (UP ). The Hugoniot state117

is determined using a Monte Carlo impedance matching118

analysis [12] to solve the Rankine-Hugoniot (RH) equa-119

tions [37]. The Monte Carlo method accounts for the120

uncertainties in the experimental measurement and the121

Al and Cu Hugoniot standards. The experimental data122

are listed in the supplement [36].123

Figure 2 plots the experimental and DFT principal124

Hugoniot in ρ-P space. The Z experimental data span125

the range from 0.27 TPa up to 1.2 TPa - the highest, di-126

rectly measured Hugoniot states attained in MgO. Also127

included are the DFT simulation results for the B1, B2,128

and liquid phases of MgO (discussed later). Although129

the VISAR diagnostic does not give direct information130

about the MgO phase upon shock compression, we can131

infer phase transitions given our data. Figure 2 shows132

an extrapolation of the linear fit to the US − UP data133

for B1-phase Hugoniot states < 230 GPa (converted to134

ρ-P using the RH equations) determined from the pre-135

vious experiments [21–25]. Below ≈ 360 GPa, the Z ex-136

perimental data are consistent with the gas-gun data but137

above 360 GPa they deviate from the extrapolation. This138

suggests that the B1 phase is stable up to 360 GPa and139

likely undergoes a phase transition from the B1 state to140

another phase, presumably the B2 state, at that shock141

pressure. At pressures > 700 GPa we observed reflec-142

tivity of the shock front, from which we infer that the143

MgO has melted into a conductive fluid, similar to what144

is observed for quartz [9]. These observations suggest the145

existence at least three phase regions.146
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FIG. 3. Experimental US − UP data including results from
Refs. [21–25, 32]. The optimized linear fits determined from
the MCO method are plotted. The dashed vertical lines in-
dicate the optimized phase boundaries and the shaded cyan
regions indicate the uncertainty.

To further investigate the phase region between the147

B1 and the liquid, we analyze the US − UP data using a148

Monte Carlo optimization (MCO) method similar to the149

method used in work on carbon [38]. Slope changes in150

the US − UP data and changes in reflectivity often indi-151

cate phase transitions and phase boundaries. However,152

between the B1 phase (>360 GPa) and below the liquid153

phase (<700 GPa) inferring the phase from the US −UP154

data or the VISAR signals is more difficult because no155

obvious breaks are observed in the Hugoniot nor do we156

observe reflectivity.157

Using the MCO method, we fit four lines to the ex-158

perimental US − UP data. While the experimental data159

do not convincingly distinguish between a three or a four160

line fit, we chose a four line fit because the phase infor-161

mation from our ab initio calculations show four distinct162

regions along the Hugoniot. In fitting the four lines, the163

US−UP data were converted to a “cloud” of points, allow-164

ing region boundaries to move smoothly during optimiza-165

tion [38]. For a particular set of data clouds, the eleven166

parameters (four slopes, four intercepts, and three region167

boundaries) were obtained by minimizing the square min-168

imum distances to each cloud point. Revised clouds were169

generated by randomly drawing a new center for each170

cloud. Optimization was repeated (≈ 10000 times) us-171

ing the revised clouds to characterize the distributions of172

the parameters. The parameters are listed in the supple-173

ment [36]. It is important to note that this analysis is174

only possible because of the high precision data produced175

from the steady shocks.176

Figure 3 shows the compiled experimental US − UP177

Hugoniot data, the four linear fits, and the phase regions178

determined from the MCO method. Following the lit-179

erature [31] and our DFT results, we propose the four180

regions be classified as follows: 1. The B1 solid from am-181

bient to 363 GPa; 2. The B2 solid from 363 to 462 GPa;182

3. The B2-liquid coexistence region between 462 and183

620 GPa; and 4. The liquid state above 620 GPa. How-184

ever, as our continuum level experiments do not provide185

microstructure information, we performed ab initio cal-186

culations of the Hugoniot and the phase diagram to bet-187

ter understand the high pressure states of MgO.188

The high precision requirements of this work necessi-189

tated refinements of previous ab initio methods [29–31].190

We performed calculations utilizing DFT and QMC fo-191

cusing on the solid-solid phase transformation from B1192

to B2 and the melting of MgO along the Hugoniot, pre-193

sumably from the B2 phase. Using DFT to calculate the194

Hugoniot requires prior knowledge of the phase, so we195

first calculated the phase diagram. We used a three-part196

approach to determine the phase boundaries. To deter-197

mine the melt boundary from both the B1 and B2 phases,198

we performed two-phase calculations of melting using199

VASP 5.2.11[39, 40]; further details are presented in the200

supplemental material [36]. To determine the solid-solid201

phase boundaries we decomposed the solid’s Helmholtz202

free energy into two pieces.203

Fsol(V, T ) = E(V ) + Fvib(V, T ) (1)

The first piece is the density dependent energy of either204

the B1 or B2 phase. This is calculated via diffusion QMC205

using qmcpack [41] following methodology detailed in206

Ref. 42 with particular concern paid to the construction207

of pseudopotentials. The second piece of the free en-208

ergy is due to the finite temperature motion of the ions209

and electrons and is calculated in two parts. First the210

harmonic part of the free energy is calculated using the211

finite displacement method as implemented in the phon212

code [43]. The quasiharmonic approximation (QHA) is213

known to break down as temperatures increase and this214

is particularly true for MgO [44]. For this reason and be-215

cause the Hugoniot is expected to cross the phase bound-216

ary relatively close to the melt line, we have augmented217

our QHA calculations of free energy with thermodynamic218

integration (TI). This is performed by using219

∆S =

∫ Tf

Ti

1

T

(

∂E

∂T

)

V

dT (2)

that allows the change in entropy along an isochore to be220

calculated directly in terms of the internal energy. The221

energy is calculated using DFT based quantum molecular222

dynamics (QMD) at points spaced by 250 K along sev-223

eral isochores in the region of the phase transition. Using224

entropy from the QHA calculation at low temperatures225

as a reference, we calculate the Gibbs free energy of both226

phases and determine the phase transition pressure di-227

rectly. This method also determines the range of validity228
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TABLE I. Phase boundaries on the principal Hugoniot.

Method B1-B2 B2-Coexist. Coexist.-Liquid
(GPa) (GPa) (GPa)

Z Expt. (MCO) 363±6 462±20 620±17
Calc. (this work) 330 475 620

Cebulla, DFT Calc. [31] 350 440 600

for the QHA. We find the range to be smaller than pre-229

viously estimated[29] with significant deviations in the230

free energy occurring by 5000 K and 400 GPa. The pos-231

itive effect of the anharmonic entropy was significantly232

larger in the B1 phase than in the B2 phase, moving the233

phase boundary to higher pressures at high temperature.234

Specific computational details are in the supplement [36].235

With the calculated phase boundaries established, we236

then calculated the Hugoniot states using QMD. Long237

QMD calculations (100s of fs) at several temperatures238

for each density and microstructure were performed to239

determine the average pressure and internal energy. The240

Hugoniot state for each candidate microstructure was241

then found by finding the temperature at which the RH242

energy equation was satisfied. Finally, the pressure and243

temperature of these shock states were compared to the244

phase boundaries to determine if they were thermody-245

namically stable. Additional details of the procedure and246

comparisons to earlier DFT results [17, 31] are presented247

in the supplementary material[36]. The resulting P-T248

phase diagram and Hugoniot states are shown in Fig. 4.249

Comparing the data from this approach to experimen-250

tal Hugoniot data also provides a means to validate the251

calculations. The calculations and the experiments are252

in good agreement in ρ− P space (Fig. 2) and in P − T253

space (Fig. 4). The ab initio calculated phase bound-254

aries along the Hugoniot corroborate the MCO fitting255

method results for the experimental data suggesting the256

Hugoniot has four major regions: B1, B2, coexistence,257

and liquid. Table I lists the phase boundaries along the258

principal Hugoniot from the MCO method and the quan-259

tum mechanical simulations. Combining the experimen-260

tal data from Fig. 2 and the calculations presented in261

Fig. 4, we find that along the Hugoniot there is an ≈ 5%262

volume collapse during the solid-solid phase transition263

and a melting transition that is driven primarily by in264

increase in entropy rather than a change in density.265

Both the experimental and DFT results show a min-266

imum shock pressure of 620 GPa is required to achieve267

complete melting of MgO initially at ambient tempera-268

ture. In the giant impact scenario, the proto-Earth is269

assumed to have an elevated surface temperature prior270

to the moon-forming event [2]. We have performed ad-271

ditional DFT simulations to calculate the Hugoniot of272

MgO starting from an initial temperature of 1900 K.273

From T0 = 1900K, a minimum shock pressure of 445 GPa274

is required to achieve complete melt in the MgO. As-275

suming planar normal impact, we can determine a mini-276
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FIG. 4. P-T phase diagram of MgO with calculated Hugoniots
starting at ambient and elevated initial temperature condi-
tions. Experimental P-T data [28, 45] and the low pressure
B1-B2 melt line from Ref. 46 are included.

TABLE II. Impactor velocities for common planetary materi-
als required to completely melt MgO assuming planar normal
impact.

Initial MgO Temp. Impactor Impact Velocity
[K] [300K] [km/s]
300 MgO 18.6
300 Dunite 19.4
300 Iron 15.3
300 Quartz 20.1
1900 MgO 16.0
1900 Dunite 16.3
1900 Iron 12.9
1900 Quartz 17.7

mum impact velocity required to melt MgO. Table II lists277

the required impact velocities for impactors of common278

planetary materials. In a real impact event, oblique im-279

pact [47], shock attenuation [48], and that MgO resides in280

a solid solution with other minerals will affect the impact281

velocity required for complete melting of the mantle.282

We have performed an extensive experimental and283

computational study of the high P–T behavior of MgO284

up to 1.2 TPa. Contrary to earlier work [32], the data285

suggests that along the Hugoniot the B1-B2 transition is286

sharp and driven by volume collapse while the B2-melt287

transition is gradual and is characterized by a large en-288

tropy change. Our results place a lower bound on impact289

velocities for complete melt in MgO-dominated bodies.290

The data and phase diagram provide a solid basis for the291

development of equations of state for the complex miner-292

als relevant for planetary collision and evolution studies.293
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