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We propose a scheme to measure the frequency-resolved local particle and hole spectra of any
optical lattice-confined system of correlated ultracold atoms that offers single-site addressing and
imaging, which is now an experimental reality. Combining perturbation theory and time-dependent
DMRG, we quantitatively test and validate this approach of lattice-assisted spectroscopy (LAS)
on several one-dimensional example systems, such as the superfluid and Mott insulator, with and
without a parabolic trap, and finally on edge states of the bosonic Su-Schrieffer-Heeger model. We
highlight extensions of our basic scheme to obtain an even wider variety of interesting and important

frequency resolved spectra.

PACS numbers:

Probing time- or frequency-dependent response func-
tions of strongly correlated systems forms the practical
foundation for much of the current study of condensed
matter. Among these, single particle observables have a
special role, often constituting the basic measurements
for determining a materials properties. FEven individ-
ual techniques in this field (STM, ARPES) form entire
subbranches of experimental and associated theoretical
physics of their own [1, 2]. To have such fundamentally
important techniques also available for ultracold atomic
gases has been the subject of intense research activity.
For fermionic atoms, initial work focussed on gases in
parabolic traps, first on obtaining the gap for paired
fermions [3] by frequency-resolved measurements, then
expanded to obtain the fully momentum-resolved spec-
tral function via Bragg spectroscopy [4, 5]. Performing
this on systems that only experience an overall confin-
ing potential but no additional optical lattice is due to a
simple reason: typically, numbers in lattice-confined sys-
tems are too small to obtain a significant signal. Also,
such global measurements in presence of a trap come at
a price, as the obtained Greens function may have their
momentum-dependencies modified [6].

Yet, the presence of an optical lattice is key for the
many proposed uses of ultracold atomic gases to serve as
quantum simulators of strong correlation physics 7], and
practical ways for measuring time/frequency-resolved ob-
servables in such systems have to be developed. Apply-
ing Bragg spectroscopy, as has been done for 1D bosonic
Mott-insulators (MI), sidesteps any potential problems
with insufficient atom numbers by performing the mea-
surements on 2D arrays of decoupled 1D chains, to obtain
the spectrum of density-density [8] or single-particle ex-
citations [9]. Performing Bragg spectroscopy in parallel
in this way would however not be practical for 2D sys-
tems, and further presupposes that the physics of each

1D chain is not too affected by the inevitable density
variations across the 2D array of decoupled chains. An
alternative probing proposal, based on using a confined
ion as a ’tip’ [10] is still in practical infancy (though the
setup has been partially realised [11])

Critically, the Bragg approach will fail for the latest
generation of quantum gas microscope experiments [12—
18]. These may offer both single-site resolution and ad-
dressing, but only across one or two parallel 2D planes,
for what will essentially be systems of a few thousand
atoms at most. Yet, the future study of strongly corre-
lated atomic gases is moving very much in this direction,
with multiple groups pushing to build up quantum gas
microscopes. On the other hand, single-site addressing
offers a very different alternative approach to measure
frequency-resolved single particle excitations. Some of
us [19] co-authored a recent proposal to leverage these
new experimental capabilities to measure arbitrary time-
dependent spin-spin correlators for any Hamiltonian im-
plemented in an optical lattice that maps to an effective
spin Hamiltonian.

In this work, we show how to use single-site resolution
and addressing to obtain time-dependent local particle
and hole Greens functions for any Hamiltonian that can
be prepared in a quantum gas microscope setup. We call
this scheme lattice-assisted spectroscopy (LAS) in the fol-
lowing. Using time-dependent density matrix renormal-
ization group (t-DMRG) [20] simulations we quantita-
tively validate the LAS-scheme on both superfluid (SF)
and MI systems, as well as on topologically protected
edge states of the bosonic Su-Schrieffer-Heeger (SSH)
model. We conclude with highlighting some of the most
relevant of the many possible extensions of LAS.

We consider the situation shown in Fig. 1 a: the sys-
tem, assumed to be in the equilibrium state of some lat-
tice Hamiltonian H (for which we want to measure lo-
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FIG. 1: (Color online) a) Schematic overview of spectroscopic
scheme: an extra outcoupling ‘site’ (OS) (physical or inter-
nal state) is tunnel-coupled with amplitude J. (¢) to lattice
site z. The time-evolving average (fios(t)) on OS is obtained
from repeated occupation-number imaging. b) Local den-
sity for system in test case (A), 15 bosons in a 1D parabolic
trap. The MI region is in the centre, and SF regions occupy
the wings. Red arrows indicate sites where system is locally
probed. ¢) Symmetrized discrete absorption spectrum in cen-
tre of MI region, extracted from the full time-evolving average
(hos(t))*=1 for J, /J = 0.05 (black ©), = 0.1 (red O0), = 0.2
(green o), and compared with Z2°(w) + Z2°(—w) obtained di-
rectly from DMRG (blue solid line). d) (fos(t))2*=! over
time at first resonance w = 6.62J for J./J = 0.05 (black
solid line), = 0.1 (red dotted), = 0.2 (green dashed). Rabi-
oscillations can be clearly observed at experimentally acces-
sible timescales. €) (fios(t)) 2= over time below first reso-
nance, at w = 6J, values of J; /J match d). Off-resonance,
oscillations lack all hallmarks of Rabi dynamics, exhibiting
small amplitudes scaling with J, /J, while frequency does not
depend on it. f) Equivalent figure to c) for site 8 in the SF
region.

cal Greens functions), as well as an ‘extra’ site, denoted
as the outcoupling ‘site’ (OS) in the following. The OS
could denote another internal state of the atoms into
which they are weakly coupled only on site x, exploit-
ing site-dependent addressing. Experiments have already
demonstrated this capability [16] - thus all required tech-
niques to implement LAS already exist. Alternatively,
the OS could be another physical site initially separate
from the system, with controllable tunnel-coupling to
system-site x. Such a setup should be readily realisable
with existing techniques - digital micromirror arrays inte-
grated into quantum gas microscopes have already been
used to write a large variety of spatially varying poten-
tials resolved on the single-site scale [21]. With this, an

OS could be created by allowing weak tunnelling from a
system site only onto a single site in an empty parallel
lattice, by imprinting a large energy-offset on every other
site of the empty lattice.

In either case, we assume an oscillating tunnel-coupling
between atoms on site  and atoms in the OS. Its time-
dependency may either be of form J, (t) = J cos(wt)
or J (t) = Jy sin(wt), switched on at time ¢ = 0. Now,
the resultant time-evolution of the average occupation on
the OS will depend on the initial state of the OS. In the
following, we focus on the most practically relevant cases,
where there is initially either no atom on the OS [34])

(hos(t))mit=0 — dw' Ky (w, ") I (w' — 6h(0,1))
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or exactly one:

(o (£)m=1 = 1 4 —/dw Ro(w, o) [ 2257 ( — 6h(1,2))
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In eq. (2), the first term inside the integral is only
present for bosons and absent for fermions. We also
introduced the shorthand (fos(t))w = ((nos(t))cosw +
(os(t))sinw)/2. We assume that site OS has internal
dynamics described by the Hamiltonian hos = hos (n),
diagonal in the occupation number n, with dhog(n, m) :=
hos(n) — hog(m). Tt is also assumed that only a single
species of atoms may tunnel between sites  and OS, but
LAS-formulas for multi-component systems are straight-
forward to derive.

Here, the time-evolving averages are computed by con-
sidering tunnelling as a quadratic perturbation, which
links them to the local emission [absorption] spectrum of
the system:
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where |n), E,, Z denote the exact eigenvectors, eigenen-
ergies and partition function of the system Hamiltonian
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H. This kernel has the known property K (w,w’)/t 25
d(w—w')+6(w+w’). If the probing time is not effectively

infinite w.r.t. all other time-scales and the spectrum is
not dense however, the implications of the kernel proper-
ties for egs. (1), (2) fall broadly into one of two possible
regimes: the excited states in Iim[ab] (w') appear dense to
Ki(w,w') at probing frequency w and time t, or alterna-
tively only one state lies close or at frequency w inside the



kernel envelope. In the first regime, the occupation on OS
will change linearly, (os(t))w — ‘% (Zp(w) + Ip(—w)) t
- thus, the symmetrized Z,(w) can be extracted from
a linear fit. In the second regime, at short times
when the kernel is still very broad, (hos(t)), will
also behave linearly, as other eigenstates may still con-
tribute. For longer times however, when K,(w,w’) nar-

rows enough to filter out the discrete level, (fnog(t))w —
~BEm

2 ~ ~
% (Zn,’rn:Em—En:iw ‘<n|0|m>‘267> t2; here O =
azlal]. At even longer times, as the population of atoms
on the OS begins saturating to the physically permitted
level, we expect (and observe; see below) (fiog(t))., to be-
gin deviating from the perturbative prediction strongly.
On this largest timescale in the second regime, (fos(t))w
performs what are essentially Rabi oscillations, with fre-

quency equal to ‘%\/me:Em_En:iw [(n|O|m)
at small enough J,, while the perturbative expression
will naturally keep behaving monotonically. As the range
of validity in time ¢ and/or J, is a key issue with any for-
mulas from time-dependent perturbation theory we use t-
DMRG in the following to validate LAS, and specifically
egs. (1) and (2), by comparing them to the full evolution
of (nos(t))w. (where Z,(w) is determined independently,
here also via DMRG).

When experimentally applying LAS, both of the above
regimes can be relevant. For one, cold atom experiments
offering single-site addressability currently involve a few
tens of sites and particles. At sufficient frequency res-
olution (i.e. sufficiently long probing time) their bulk
spectra will reveal their discrete nature. The other pos-
sibility (applicable even when future experiments are so
large that bulk spectra always appear dense), are local-
ized gap-protected states, such as (topologically) pro-
tected edge states or states around some impurity. As
a model Hamiltonian to study the validity of egs. (1), (2)
for all these possibilities we use a generalised 1D Bose-
Hubbard model:
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where @] creates a bosonic atom on site z of an L-site
chain with lattice constant a (with open boundary con-
ditions), tunneling between sites x and = + 1 takes place
with amplitude J + (—1)%6J, V,, denotes the strength of
any parabolic trapping potential that might be applied,
and U > 0 denotes the strength of the onsite repulsion
between atoms.

We treated three test cases to study and demonstrate
the capabilities of LAS. Test (A): Bosonic atoms in a
parabolic trap form a so-called 'wedding cake’ when re-
pulsive interactions are sufficiently strong [7] (c.f. Fig. 1).

For 6J =0, V, > 0, U > J, MI areas will alternate
with SF transition regions from the traps centre out-
ward. The LAS-scheme allows probing of the gapped or
non-gapped nature of these respective regions directly.
We choose a system of direct relevance to current ex-
perimental capabilities, 15 bosons on 31 sites, in a trap
with V,/J = 0.06, U = 10J - with these parameters
bosons are kept well away from the system edges. The
discrete peaks of the absorption spectrum Z" can be lo-
cated with great precision from maxima in the amplitude
of Rabi oscillations (which occur on experimentally ac-
cessible timescales) and peak heights are obtained from
quadratic fits to (fos(t))B=! at short times, as out-
lined above [34], and summarised in Figs. 1 c¢-f. This
directly reveals the size of the gap in the MI centre of
the ’'cake’, and its disappearance in the wings. That the
first peaks in the spectra in Figs. 1c and 1f appear at
such different w illustrates the key difference between MI
and SF phase, namely that the former requires a finite
amount of energy to overcome the Mott gap and add a
particle whereas the SF does not (we expect the peak po-
sition in Fig. 1f to scale to zero as the system size scales
up). When the OS is coupled to a site in the MI and
SF region respectively, we use the possible control over
h(n) = Voa?(z — (L 4+ 1)/2)* + (Uos/2)n(n — 1) to shift
the contribution of Z*™ to the emission spectrum, eq. (2)
to be effectively zero [34], where Ups denotes the atom-
atom interaction on OS. In the MI centre, this is done
by having Ups = 0, while in the SF wing this requires
Uos = U. We stress that even for a quite nonpertur-
bative J; = 0.2J only very modest signal broadening is
observed.

For Test (B), we consider somewhat larger systems
than previously, such as might be experimentally feasible
in the near future. Here we want to show how LAS can
be applied to obtain spectra that effectively approximate
those of infinite systems, with a frequency resolution set
by the finite size. For this, we focus on a Bose-Hubbard
model with L = N =51, §J =V}, = h(n) = 0 in both the
MI and SF regimes. We obtainin the emission spectrum
I (w) from (Ros(t)) =Y from an OS coupling to the
central site - note that we do not observe a gap in the
MI regime as we are looking at the spectral function of a
hole, and not of a particle (that would be Z2"(w)). And
as in Test (A) the SF phase shown in Fig. 2b exhibits
a dominant quasi-condensate peak near w = 0 which we
expect to scale to zero frequency when L — oo, cor-
responding to the then-dominant probability that a re-
moved atom has (near)-zero energy (i.e. was in the qua-
sicondensate). For times ¢ smaller than those at which
the excitations triggered by the probing hit the systems
open boundaries, the excitation levels appear as dense
to the kernel (4), and thus (Rog(t))2=0 « ¢. We find
excellent agreement of the slope extracted from a linear
fit with the finite-resolution spectra obtained from the
convolution [ dw’'9;K¢(w,w')Ie™ (w'), which thus have a
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FIG. 2: (Color online) Finite-resolution emission spectra in
the thermodynamic limit for MI and SF phases, reconstructed
from (fos(t))*=0 for J, /J = 0.05 (black <), = 0.1 (red
), = 0.2 (green o), and compared with Zo™(w) + Zg™ (—w)
obtained directly from DMRG (blue X, blue solid line is guide
to the eye) a) U = 10J. b) U = 2J.
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FIG. 3: (Color online) Bulk and edge spectra of bosonic SSH
model with L = 50. Markers denote spectra reconstructed
from (fos (1)Y= for three different J, /J: Ji/J = 0.05
(black <©), Ji/J = 0.1 (red O) and J./J = 0.2 (green o).
For comparison, we show Z7™ (w) +Z;™ (—w) obtained directly
from DMRG (dashed blue lines for bulk at x = 26 and solid
purple lines for edge spectra, at = 1 and = 50, respectively).
While U/(J +6J) = 5, the distinct edge mode persists, while
for lower U/(J + 6J) bulk and edge spectra start becoming
indistinguishable, with overall spectral weight on the edges
collapsing.

resolution set by the same time-scale (see Fig. 2).

With Test (C), we highlight the power of LAS to
probe the edge states present in topologically protected
systems. For this, we study a system with L = 2N = 50,
dJ = 2/3J, V, = 0, h(n) = 0. The bosonic version
of the SSH model [22] has edge states near zero energy
while the bulk is gapped (as would be expected of a
model like (5) with finite dimerisation, |§.J| > 0) as long
as the particle-hole gap of the system is finite [23]. As
shown in Fig. 3, LAS applied to both edges (exhibiting
clean (fog(t))M=0 o 2 behaviour, as discrete excita-
tions should) and bulk (where excitations are so dense
on the probed timescales that (fog(t))M*=Y « ¢) allows

w
accurate observation of the distinct excitation spectra of

both edges and bulk for larger U, and the gradual col-
lapse of the distinct edge modes once U < 4(J + 4J).

Our quantitative DMRG results also put to rest a po-
tential key issue for LAS, the degree to which changes
in the magnitude (f0g(t)). can be resolved in practice.
With differences on the order of a few percent being read-
ily detectable [16], in every test case the largest J, value
we ran, J, = 0.2J, always yielded clear signal wherever
there was appreciable spectral weight, and in most cases
J1 = 0.1J gave useful data too. Even at J, = 0.2J,
spectral weight can be too small though - this is why we
do not compare spectra from (fog(t)). against the low-
magnitude parts of Z, (w) in Fig. 3. As we show in Figs. 1
- 3 the signal broadening at these J, is modest - only for
discrete excited state such as in the SSH model we find
that amplitudes can be up to halved at J; = 0.2J when
the spectral weight is low (yet still detectable).

So far we have proposed and validated a general scheme
to extract frequency-resolved local Greens functions for
any system of interacting atoms confined to an op-
tical lattice. Now we highlight several extensions to
deal with nonlocal and higher-order correlations. First,
if a single atom is created in a known superposition
(aflTO51 + BELTOSZ)WD between two OS (e.g. by having a
single initially single-site localized atom delocalize ballis-
tically, as in the so-called ’quantum hose-race’ [24]), it al-
lows for the probing of non-local time-dependent particle
Greens functions (d,(t)al, (0)). Specifically, when the sys-
tem has inversion symmetry, the sites x and y (coupling
respectively to OS 1, 2) are inversion-symmetric and
154 =2i04 and hos1,2 = 0, we find (fog1(t))w — (Ros2(t))w =
Aol (% dty [)* dtad ) (t1)J 1 (t2) Im[(@,—y (t1)ad(t2))].  In
this way, the purely local contributions to (f0s1,2)w
are removed. Second, an atom initially prepared on
an OS or two could be given a different internal hy-
perfine state, making it distinguishable from the atoms
in the system proper. Such schemes would provide a
straightforward way to measure the local and nonlocal
Greens function of a mobile distinguishable impurity in
1D or 2D quantum systems, a subject which has at-
tracted considerable theoretical [25-28] and experimen-
tal interest recently [16, 29-33]. Third, the cold atoms
setup allows one to measure quantities that would be
difficult to access in analogous condensed matter exper-
iments, namely fourth-order time-dependent correlators
(7141312$1(t47t37t27t1) = <&L4(t4)a13(t3)d12(t2)dm1(tl)y
Measuring the time-evolving density-density correlator
on OS 1 and 2, (fos1(t)fos2(t))w (as in [15]), coupling
to lattice-sites x and y respectively with the same tunnel
coupling, will yield




(nos1(t)nos2(t))

[Olyy-L (tl ) t27 t27

where = is the sign for bosons (fermions). As for egs. (1),
(2), we assume only single-component tunneling to and
from OS 1, 2. The detailed implications of these three
extensions will be the subject of future work.

In conclusion we have demonstrated a schemed to mea-
sure correlation functions of ultracold atomic gases con-
fined to optical lattices. This scheme only requires lo-
cal addressability, which is available in today’s experi-
ments. We have validated the scheme by comparing it
to t-DMRG calculations and proposed extensions to deal
with non-local and higher order correlations.
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