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#### Abstract

The equation of state of QCD matter for temperatures near and above the quark-hadron transition ( $\sim 165 \mathrm{MeV}$ ) is inferred within a Bayesian framework through the comparison of data from the Relativistic Heavy Ion Collider and from the Large Hadron Collider to theoretical models. State-of-the-art statistical techniques are applied to simultaneously analyze multiple classes of observables while varying 14 independent model parameters. The resulting posterior distribution over possible equations of state is consistent with results from lattice gauge theory.


Relativistic heavy ion collisions have been proposed as a means for investigating the equation of state of hot matter. For fixed target energies of $E / A \lesssim 10 \mathrm{GeV}$, analyses of heavy ion collisions have significantly constrained the compressibility of dense hadronic matter [1] for temperatures $\lesssim 100 \mathrm{MeV}$. Higher energy collisions probe conditions near and above the transition temperature, where lattice calculations have shown that in a narrow temperature band, $150<T<200 \mathrm{MeV}$, the scalar quark condensate melts [2], the degrees of freedom change [3], and the speed of sound has a minimum $[4,5]$. In fact, for some time the transition was postulated to contain a first-order phase transition accompanied by a sizable latent heat.

In contrast to the progress of lattice calculations, experimental determination of the equation of state at high temperature has remained semi-quantitative. The stunted progress has not been due to a shortage of experimental observables that are known to be sensitive to the equation of state. Van Hove associated the dependence of the mean transverse momentum, $\left\langle p_{t}\right\rangle$, as a function of multiplicity as tool for determining the equation of state [6]. Two-particle femtoscopic correlations were proposed as a signal for a first-order phase transition [7]. Measurements of azimuthal elliptic flow, which are now mainly associated with determining the viscosity, were also shown to be sensitive to the equation of state $[8,9]$. Multiplicities, which are related to entropy, have also been used to constrain the equation of state [10]. Although femtoscopic analyses have shown that a first order equation of state with a large latent heat is highly unlikely [11], and that an extremely stiff equation of state, such as that of a pion gas, is also inconsistent with data [12], a more quantitative statement of how well the equation of state is constrained has proven elusive. Even if analysis of experimental data cannot compete with lattice calculations in determining the equation of state for perfectly equilibrated matter, constraining the equation of state by experiment can help validate the statement that the matter created in heavy-ion collisions behaves like an equilibrated quark gluon plasma.

The road block to turning these sensitivities into a more robust and rigorous determination of the equation
of state has been the intertwined dependencies between the many unknown features and parameters of the model, and the numerous classes of measurement. Two developments now make this next step possible. First, the models used to describe the bulk behavior have converged to a standard framework based on relativistic viscous hydrodynamics for the evolution of the high temperature region, $\gtrsim 165 \mathrm{MeV}$, [13] coupled to a microscopic simulation of the lower temperature hadronic stage based on binary collisions. The initial evolution, which feeds into the hydrodynamic description, remains rather undefined, but one can represent those uncertainties parametrically. The second development is in the statistical methodologies and tools required to compare heterogenous data to models where a large number of parameters are required to encapsulate the many model uncertainties. Here we use the statistical tools described in [14] to constrain 14 parameters via a Markov-chain Monte Carlo. The statistical tools are based on a Gaussian-process model emulator, which allows one to estimate observables for a given point in parameter space by interpolating from a fixed number of full-model runs.

Here we report on comparisons of model calculations to data from $\mathrm{Au}+\mathrm{Au}$ collisions from the highest RHIC (Relativistic Heavy Ion Collider) energy, $100 A \mathrm{GeV}+100 A$ GeV , and from $\mathrm{Pb}+\mathrm{Pb}$ collisions at the Large Hadron Collider (LHC), $1.38 A \mathrm{TeV}+1.38 A \mathrm{TeV}$. The hydrodynamic and hadronic simulations were the same as those used in [14] to analyze RHIC data. The analysis involves 14 parameters, two of which vary the equation of state. The statistical method returns a sampling of the 14-dimensional space that is weighted by the likelihood,

$$
\begin{equation*}
\mathcal{L}(\vec{x}) \sim \prod_{i} \exp \left\{-\left(\left(z_{i}^{(\bmod )}(\vec{x})-z_{i}^{(\exp )}\right)^{2} / 2 .\right\}\right. \tag{1}
\end{equation*}
$$

Here, $\vec{x}$ is the 14 -dimensional vector describing a point in parameter space and $z_{i}$ are principal components of the observables where each observable $y_{i}$ is first scaled by $\sigma_{i}$ which describes the uncertainty one assigns to the comparison of the model to experiment, with $\sigma_{i}$ accounting for both experimental uncertainties and the error one might associate with the model missing some of the physics. Here, the uncertainties were all chosen to be
$6 \%$ of each observable. Changing this to $9 \%$ only modestly affected the final result. The largest source of uncertainty derives from the unknown impact of missing physics. These shortcomings will be discussed further below.

Constraining the equation of state is the principal goal of this study. The equation of state was chosen to be consistent with that of a hadron gas for a temperature of 165 MeV , which is the temperature at which the hydrodynamic description switched to the microscopic hadronic simulation. At the high-energy densities considered here, one can neglect any small excess of baryons to antibaryons and the equation of state can be expressed in terms of a single variable such as the energy density $\epsilon$. For temperatures above 165 MeV , the speed of sound squared was parameterized to allow for a large range of equations of state,

$$
\begin{align*}
c_{s}^{2}(\epsilon) & =c_{s}^{2}\left(\epsilon_{h}\right)+\left(\frac{1}{3}-c_{s}^{2}\left(\epsilon_{h}\right)\right) \frac{X_{0} x+x^{2}}{X_{0} x+x^{2}+X^{\prime 2}}  \tag{2}\\
X_{0} & =X^{\prime} R c_{s}(\epsilon) \sqrt{12}, \quad x \equiv \ln \epsilon / \epsilon_{h}
\end{align*}
$$

where $\epsilon_{h}$ is the energy density corresponding to $T=165$ MeV . The two parameters $R$ and $X^{\prime}$ describe the behavior of the speed of sound at energy densities above $\epsilon_{h}$. Whereas $R$ describes how the speed of sound rises or falls for small $x, X^{\prime}$ describes how quickly the speed of sound eventually approaches $1 / 3$ at high temperature. Once given $c_{s}^{2}(\epsilon)$, thermodynamic relations provide all other representations of the equation of state. Runs were performed for $0.5<X^{\prime}<5$, and with $-0.9<R<2$. In the limit $R \rightarrow-1$ the speed of sound will have a minimum of zero.

Ten of the 14 model parameters described the initial stress-energy tensor and flow used to describe the initial state and instantiate the hydrodynamic calculation, with 5 separate parameters describing the initial state for each beam energy. Three parameters varied the transverse profile of the initial energy density at each beam energy: a weight between two saturation pictures, a normalization for the initial energy density, and a screening parameter. These three parameters, along with a parameter used to vary the initial flow, are described in [14]. The fifth parameter describes the initial anisotropy of the stress energy tensor and was varied so that the longitudinal pressure, $T_{z z}$, could vary between zero and the pressure $P$. The viscosity at the transition temperature and its temperature dependence were described by two parameters using the same functional form that was used in [14]. The final two parameters varied the equation of state.

The details of both the physical model and the statistical method are described in [14]. The calculations shown here were based on 1200 full-model runs. Thirty observables, 15 for RHIC data and 15 for the LHC, were related to spectra, elliptic flow and femtoscopic source sizes. Observables were calculated for two centralities, $20-30 \%$ and $0-5 \%$ for both the RHIC and LHC cases. At each centrality the spectral observables were the mean
transverse momenta, $\left\langle p_{t}\right\rangle$, for pions, kaons and protons, and the yield for pions. The three femtoscopic sizes, averaged over the experimentally analyzed momentum range, $R_{\text {out }}, R_{\text {side }}$ and $R_{\text {long }}$ described the dimensions of the outgoing phase space cloud of particles with the same momenta. The $\left\langle p_{t}\right\rangle$-weighted measurement of the elliptic flow, $v_{2}=\langle\cos 2 \phi\rangle$ quantified the preference for emitting particles in the reaction plane $\left(\phi=0\right.$ or $\left.180^{\circ}\right)$. Because the model used initial energy profiles that were smoothed by considering the averaged positions of incoming nucleons within a nucleus, rather than more realistic lumpy, or fluctuating, initial conditions, the model had to scale up its predictions for elliptic flow by a factor of 1.10 . This accounts for the fact that the fluctuations result in larger initial transverse elliptic asymmetries which then lead proportionally to larger flows. The correction factor was quantitatively evaluated assuming a linear response in $v_{2}$ to initial eccentricity and found to be minimized in the $20-30 \%$ centrality class. The $v_{2}$ analysis was confined to the $20-30 \%$ centrality to minimize the effect of fluctuating initial conditions. Additionally, the $p_{T}$ ranges over which $v_{2}$ was integrated were limited to $100<p_{T}<1040$ MeV and $100<p_{T}<1200 \mathrm{MeV}$ at RHIC and the LHC respectively. This was done, in part, to avoid the momentum ranges where the choice of viscous corrections could have a sizable effect [15].

The first 1000 runs were chosen semi-randomly throughout the 14-dimensional parameter space according to latin hyper-cube sampling. The thirty observables were then reduced to 14 principal components, which captured over $99.9 \%$ of the variance. Identically to what was done in [14], these principal components were interpolated from the 1000 runs using a Gaussian process emulator during a Markov chain Monte Carlo (MCMC) exploration of the parameter space. This yielded a posterior sampling of the parameter space, i.e. a sampling that was weighted by the likelihood to reproduce the measured observables. A sampling of 50 points in parameter space was then chosen according to the posterior distribution and evaluated with the full model. Real model values were then compared to the emulated values at these 50 points to validate the emulator in the regions of high likelihood which are most important in correctly determining the posterior distribution. The emulator was then retrained using the 1050 runs and the validation procedure was repeated three additional times resulting in a total of 1200 model runs. The emulator's accuracy in each case was found to be a few tenths of one unit when determining $\ln (\mathcal{L})$ in Eq. (1). The results shown here use emulation based upon the full model runs at these 1200 points in parameter space, 200 of which are distributed according to the posterior distribution.

The ability of the procedure to accurately identify likely regions of parameter space is illustrated in Figs. 1,2 and 3 by comparing both full model calculations at 20 random points in parameter space and then again at 20 points chosen proportional to the likelihood defined in Eq. (1). Calculations are compared to ALICE Collabo-


FIG. 1. Twenty pion, kaon and proton spectra as measured by the ALICE collaboration at the LHC (circles for 0-5\% and squares for $20-30 \%$ ) [16] are compared to model predictions using parameters randomly taken from the prior parameter space (panels a-c) and using parameters weighted by the likelihood (d-f).


FIG. 2. The pion azimuthal anisotropy $v_{2}$, often referred to as elliptic flow, from ALICE [18] for the $20-30 \%$ centrality (circles) are compared to model predictions using parameters randomly taken from the prior parameter space (a), and weighted by the likelihood (b).
ration at the LHC. Similarly good representations of the experimental data are found for RHIC data, with results very similar to those in [14]. The procedure readily identified regions of parameter space that matched the experimental data within the $6 \%$ uncertainty assumed here. Nonetheless, it appears that the procedure finds spectra that have transverse momenta that are a few percent higher than the the experiment, and femtoscopic source sizes that are a few percent larger. This suggests the femtoscopic data and the spectra are competing for agreement with the model, as slightly more explosive models would better match the femtoscopic observations, while less explosive models would better reproduce the spectra. This implies that improved physics might be needed


FIG. 3. Two-particle femtoscopic source sizes from ALICE [17] (circles for $0-5 \%$ and squares for $20-30 \%$ centrality) are compared to model predictions using parameters randomly taken from the prior parameter space ( $\mathrm{a}-\mathrm{c}$ ), and weighted by the likelihood (d-f).


FIG. 4. The posterior likelihood for the two parameters that describe the equation of state, $X^{\prime}$ and $R$, have a preference to be along the diagonal. This shows that experiment constrains some integrated measure of the overall stiffness of the equation of state, i.e. a softer equation of state just above $T_{c}$ is consistent with the data if it is combined with a more rapid stiffening at higher temperature.
if one were to reproduce the experimental results much better than $6 \%$. Possible improvements to the model could include relaxing assumptions such as there being smooth initial conditions, the chemical equilibrium being exactly satisfied at a specific temperature, the bulk viscosity being zero, and the existence of longitudinal boost invariance.


FIG. 5. (a) Fifty equations of state were generated by randomly choosing $X^{\prime}$ and $R$ in Eq. (2) from the prior distribution and weighted by the posterior likelihood (b). The two upper thick lines in each figure represent the range of lattice equations of state shown in $[4,5]$, and the lower thick line shows the equation of state of a non-interacting hadron gas. This suggests that the matter created in heavy-ion collisions at RHIC and at the LHC has a pressure that is similar, or slightly softer, to that expected from equilibrated matter.

The ability of the procedure to constrain the two parameters that determine the equation of state is shown in Fig. 4. As a function of $X^{\prime}$ and $R$ defined in Eq. (2), the likelihood is significant for a large band near the diagonal. Higher values of $X^{\prime}$, which delays the approach of the speed of sound to one third until higher energy densities and makes the equation of state softer, can be compensated by higher values of $R$, which sends the speed of sound higher just above $T_{c}$ and makes the equation of state stiffer. Fifty values of $X^{\prime}$ and $R$ were then taken randomly from both the prior, and weighted by the posterior likelihood. For each case the speed of sound is plotted as a function of the temperature in Fig.
2. It is clear that the experimental results significantly constrain the equation of state and we also note that the RHIC and LHC data in combination provide a better constraint than either can alone. It appears that the speed of sound cannot fall much below the hadron gas value, $\sim 0.15$, for any extended range and that it must rise with temperature. Figure 5 also shows a range of equations of state from lattice calculations $[4,5]$. The equations of state found here show a preference for being slightly softer than those from the lattice, but the ranges overlap.

Determining the equation of state from experiment has proven difficult due to the intertwined links between model parameters and numerous observables. The statistical techniques applied here overcome these difficulties. The resulting constraints suggest the speed of sound gradually rises as a function of temperature from the hadron gas value. The band of equations of state from Fig. 5 is modestly softer than that of lattice calculations, but has significant overlap. This analysis strengthens the supposition that the matter created in relativistic heavy ion collisions has properties similar to that of equilibrated matter according to lattice calculations and shows that our model describes the dynamics of heavy ion collisions well enough to permit the extraction the thermodynamic and transport properties of equilibrium condensed QCD matter.

## ACKNOWLEDGMENTS

This work was supported by the National Science Foundation's Cyber-Enabled Discovery and Innovation Program through grant NSF-0941373 and by the Department of Energy Office of Science through grant number DE-FG02-03ER41259. The authors thank Ron Soltz for providing the lattice data.
[1] P. Danielewicz, R. Lacey and W. G. Lynch, Science 298, 1592 (2002) [nucl-th/0208016].
[2] A. Bazavov, T. Bhattacharya, M. Cheng, C. DeTar, H. T. Ding, S. Gottlieb, R. Gupta and P. Hegde et al., Phys. Rev. D 85, 054503 (2012) [arXiv:1111.1710 [heplat]].
[3] C. Ratti, R. Bellwied, M. Cristoforetti and M. Barbaro, Phys. Rev. D 85, 014004 (2012).
[4] A. Bazavov et al. [HotQCD Collaboration], Phys. Rev. D 90, no. 9, 094503 (2014).
[5] S. Borsanyi, G. Endrodi, Z. Fodor, A. Jakovac, S. D. Katz, S. Krieg, C. Ratti and K. K. Szabo, JHEP 1011, 077 (2010) [arXiv:1007.2580 [hep-lat]].
[6] L. Van Hove, Phys. Lett. B 118, 138 (1982).
[7] S. Pratt, Phys. Rev. D 33, 1314 (1986).
[8] H. Sorge, Phys. Rev. Lett. 82, 2048 (1999) [nuclth/9812057].
[9] H. Sorge, Phys. Rev. Lett. 78, 2309 (1997) [nuclth/9610026].
[10] S. Pal and S. Pratt, Phys. Lett. B 578, 310 (2004) [nuclth/0308077].
[11] M. A. Lisa, S. Pratt, R. Soltz and U. Wiedemann, Ann. Rev. Nucl. Part. Sci. 55, 357 (2005) [nucl-ex/0505014].
[12] S. Pratt, Phys. Rev. Lett. 102, 232301 (2009) [arXiv:0811.3363 [nucl-th]].
[13] U. W. Heinz, J. Phys. Conf. Ser. 455, 012044 (2013) [arXiv:1304.3634 [nucl-th]].
[14] J. Novak, K. Novak, S. Pratt, J. Vredevoogd, C. Coleman-Smith and R. Wolpert, Phys. Rev. C 89, 034917 (2014) [arXiv:1303.5769 [nucl-th]].
[15] K. Dusling, G. D. Moore and D. Teaney, Phys. Rev. C 81, 034907 (2010) [arXiv:0909.0754 [nucl-th]].
[16] B. Abelev et al. [ALICE Collaboration], Phys. Rev. C 88, no. 4, 044910 (2013) [arXiv:1303.0737 [hep-ex]].
[17] Ł. K. Graczykowski [ALICE Collaboration], EPJ Web Conf. 71, 00051 (2014).
[18] K. Aamodt et al. [ALICE Collaboration], Phys. Rev. Lett. 105, 252302 (2010) [arXiv:1011.3914 [nucl-ex]].

