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We report on a complete calculation of electroweak production of top-quark pairs in e+e− annihila-
tion at next-to-next-to-leading order in Quantum Chromodynamics. Our setup is fully differential
in phase space and can be used to calculate any infrared-safe observable. Especially we calculated
the next-to-next-to-leading order corrections to the top-quark forward-backward asymmetry and
found sizable effects. Our results show a large reduction of the theoretical uncertainties in predic-
tions of the forward-backward asymmetry, and allow for a precision determination of the top quark
electroweak couplings at future e+e− colliders.

Introduction. Top-antitop quark pairs can be copiously
produced at future International Linear Collider (ILC),
facilitating a detailed study of top quark properties [1].
The clean environment of lepton collider allows measure-
ment of the process e+e− → tt̄ to very high accuracy,
which also demands high precision in theoretical calcula-
tion, in particular the inclusion of higher order QCD ra-
diative corrections. In the past, significant theoretical ef-
forts have been focused on tt̄ production at threshold, for
which the Next-to-Next-to-Leading Order (NNLO) QCD
corrections are known for more than a decade [2], and
even the next-to-next-to-next-to-leading order QCD cor-
rections will be available in the near future [3]. However,
for tt̄ production in the continuum only the total cross
section is known in the high energy expansion [4]. Ingre-
dients for a fully differential NNLO calculation in the con-
tinuum have been obtained by different groups [5, 6]. Re-
cently, we reported a fully differential NNLO calculation
for the photon mediated contributions [7], using a NNLO
generalization of phase space slicing method [8, 9]. 1 In
this Letter, we complete this calculation by including also
the Standard Model (SM) Z boson contributions.
As an important application of our results, we con-

sider the calculation of top-quark forward-backward (FB)
asymmetry (AFB) at NNLO in e+e− collision in the
continuum. In the limit of small top quark mass, this
observable has been computed to NNLO in refs. [12].
The full mass effect is only known for the pure two-loop
virtual contributions [13]. In this Letter we report the
first calculation to this observable at NNLO in QCD, in-
cluding both loop and real-radiation contributions. AFB

is an important precision observable for the determina-
tion of neutral-current electroweak couplings of top quark
to photon and Z boson. Their precise measurement
is an important probe of physics beyond the SM, such
as Randall-Sundrum models [14], models of composite-
ness [15]. Information of top quark neutral coupling is

1 Independently, calculation of inclusive cross section for e+e− →
γ∗ → tt̄ at NNLO based on massive generalization of antenna
subtraction method [10] has been reported recently in ref. [11].

encoded in the top-quark form factor. For on-shell tt̄
pair, the form factor can be expressed by four indepen-
dent scalar ones,
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where Qµ is the total four-momentum of tt̄, e is the
positron charge, and mt is the top-quark mass. V de-
notes photon (γ) or Z boson. To Leading Order (LO) in
electroweak theory and QCD, the vector and axial form
factors, FV
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2) and FV
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Qt = 2/3 is the top-quark charge in unit of e, and ϑ is
the weak-mixing angle. At ILC the top-quark forward-
backward asymmetry can be measured to a precision of
around one percent, in both the fully hadronic or semi-
leptonic channels [16–18], far beyond the precision the
LHC can reach [17]. It thus provides strong sensitiv-
ity to any new physics that could modify the top-quark
electroweak couplings. In this Letter, we computed the
fully differential NNLO QCD corrections to the exclusive
production of top-quark pairs, thereby obtain the AFB

at NNLO for the first time. Our calculation provides
the most precise QCD predictions on AFB including its
theoretical uncertainties, and also allows corrections for
experimental acceptance using the full kinematic infor-
mation.
The formalism. A fully differential calculation for
e+e− → tt̄ at NNLO in QCD involves three types of
diagrams, namely the two-loop virtual diagrams, one-
loop real-virtual diagrams, and double real-emission di-
agrams. The individual contributions of these diagrams
are known for some time. However, combining them in a
consistent way is a non-trivial task due to the presence of
infrared singularities in QCD matrix elements. To this
end, we employ a NNLO generalization of phase-space
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slicing method, described in detail in a previous publi-
cation [7]. We briefly summarize its essential features
here.
In perturbative QCD, differential cross section for any

infrared-safe observable O has a schematic form

dσ

dO
=

∫

dPStt̄+X |Me+e−→tt̄X |2δ
(

O − F ({pi})
)

, (3)

where O is calculated from the final-state momentum
{pi} through measurement function F . Inserting a unit
decomposition 1 = Θ(λ−EX) + Θ(EX − λ) ≡ ΘI +ΘII,
we can write Eq. (3) as

dσ
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dO
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where
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Obtaining O(α2
s) corrections to dσ/dO simply

amounts to achieving the same order of accuracy for
dσI/dO and dσII/dO. For dσII/dO this is simple. The
presence of theta function ΘII implies that other than
the tt̄ pair, there is at least one parton with finite energy

in the final state. The existence of this parton regulates
the so-called double-unresolved divergences in the QCD
matrix elements. The only infrared divergences (soft or
collinear) left can be easily dealt with using any NLO
subtraction scheme [19, 20]. In other words, the O(α2

s)
contributions to dσII/dO can be obtained from a stan-
dard NLO QCD calculation for e+e− → tt̄j [6]. The
results will exhibit logarithmic dependence on the artifi-
cial parameter λ. Our implementation of this calculation
is as follows. We employ the massive version of dipole
subtraction method [20] for infrared subtraction. The
one-loop real-virtual calculation is carried out by the au-
tomated program GoSam2.0 [21] with loop integral reduc-
tions performed with Ninja [22, 23] and scalar integrals
from OneLOop [24, 25]. Note that when

√
s > 4mt, the

channel for production of tt̄tt̄ is open. However, these ad-
ditional contributions are themselves infrared finite and
small for the energy range considered here, thus are not
included. Similarly, we do not include the real emis-
sion diagrams of which γ∗/Z∗ couples to light or bottom
quarks and the top quarks come from gluon splitting.
Those contributions are also small, and do not contribute
to the top-quark FB asymmetry.
The calculation of dσI/dO is substantially more in-

volved. However, significant simplification can be
achieved if λ ≪ mt.

2 In that regime, universal fac-
torization properties of QCD matrix elements allow one

2 We count mt and
√
s, the center-of-mass energy, the same order.

to write the distribution as soft-virtual contributions plus
power suppressed terms

dσI
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=

dσs.v.
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+O
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λ
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)

, (5)

where a soft expansion has been performed in dσs.v./dO
through the phase-space volume, the matrix elements,
and the measurement function. As explained in ref. [7],
the soft-virtual contributions have a factorized form of
product of hard function and soft function, each of which
is known to O(α2

s) in analytic form. The hard function
is essentially the heavy quark form factors calculated in
refs. [5], and the soft function is the phase-space integral
in the eikonal limit. The soft function is the same for γ
or Z mediated contributions. Comparing with the vector
contributions calculated in ref. [7], the only difference is
the inclusion of axial-vector and anomaly contributions in
the hard function. We note that dσs.v./dO also exhibits
logarithmic dependence on λ.
Combining dσs.v./dO and dσII/dO, we obtain a for-

mally exact results for dσ/dO, in the limit λ → 0. How-
ever, such a limit can never be reached because dσII/dO
is usually computed numerically. In practice, we choose
the parameter sufficiently small such that the power sup-
pressed terms can be safely neglected, and the kinematic
approximation in the soft-virtual contributions can be
justified. The appropriate choice of λ can be indicated
by searching for an region in which the dependence on λ
in dσs.v./dO + dσII/dO is minimized.
Total cross sections. We first present our numeric
results on total cross sections. We use two-loop run-
ning of the QCD coupling constant with Nl = 5 ac-
tive quark flavors and αs(MZ) = 0.118. We choose
the GF parametrization scheme [26] for the electroweak
couplings with MW = 80.385GeV, MZ = 91.1876GeV,
Mt = 173GeV, and GF = 1.166379× 10−5GeV−2 [27].
The renormalization scale is set to the center of mass en-
ergy

√
s unless otherwise specified. The production cross

sections through to NNLO in QCD can be expressed as

σNNLO = σLO

(

1 + ∆(1) +∆(2)
)

, (6)

where ∆(1) (∆(2)) denotes the O(αs) (O(α2
s)) QCD cor-

rections. Analytic results for ∆(2) are presented for
production near threshold [2] or by high energy expan-
sions [4] with which we compare our numerical results.
Fig. 1 shows detailed comparison of our numerical re-

sults with the threshold [2] and high-energy expansion
results [4] in a wide range of collision energy. It can be
seen that our full results work well in the entire energy
region, i.e., approaching the threshold results at lower
energies and the high-energy expansions on the other
end. The O(α2

s) corrections can reach as large as 80% for√
s = 350GeV, due to Coulomb singularities at thresh-

old. On the other hand it is about 2% at intermedi-
ate collision energies and decreases rapidly to below 1%
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at high energies. The good agreements of our results
on total cross sections with the ones from threshold and
high-energy expansions in the corresponding energy re-
gion further validate our calculation.
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FIG. 1. Comparison of O(α2
s) corrections to total cross sec-

tions, ∆(2), with the threshold results ∆
(2)
th and high-energy

expansion results ∆
(2)
he , as functions of the collision energy.

Differential distributions and AFB. We can calcu-
late the fully differential distributions through to NNLO
in QCD based on the phase space slicing method. At LO,
there is only one non-trivial kinematic variable, which
we can choose either as cosine of the scattering angle be-
tween the final-state top quark and the initial-state elec-
tron cos θt, or transverse momentum of the top quark
with respect to the beam line direction pT,t. Similar to
the inclusive cross section, we can define the O(αs) and

O(α2
s) corrections for each kinematic bin as ∆

(1)
bin and

∆
(2)
bin, in analogy to Eq. (6). The results are shown in

Fig. 2 for cos θt and Fig. 3 for pT,t distributions with
a typical collision energy of 400 GeV. The O(α2

s) cor-
rections are about one fourth of the O(αs) corrections
for the total cross section. However, they show a differ-
ent kinematic dependence. From Fig. 2 we can see that
both the O(αs) and O(α2

s) corrections are larger in the
forward direction and thus will increase the FB asymme-

try. Moreover, the difference of ∆
(2)
bin in the forward and

backward regions are of similar size as for ∆
(1)
bin. Thus the

O(α2
s) corrections to AFB are as important as the O(αs)

corrections which will be shown later. The transverse mo-
mentum distribution in Fig. 3 shows a different feature as
compared to the angular distribution since they are also
affected by the energy spectrum of the top quark. The
real corrections pull the energy spectrum to the lower
end and thus the pT,t distribution as well. As shown in
Fig. 3, the O(α2

s) corrections are positive in low pT re-
gion and decrease to negative values near the kinematic
limits. The O(α2

s) corrections show a relatively larger
impact in the pT,t distribution.

The forward-backward asymmetry AFB is defined as
the number of top quark observed in the forward direc-
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FIG. 2. O(αs) and O(α2
s) corrections in different cos θ bins

of top quark, ∆
(1)
bin and ∆

(2)
bin, for

√
s = 400 GeV.
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FIG. 3. O(αs) and O(α2
s) corrections in different pT bins of

top quark, ∆
(1)
bin and ∆

(2)
bin, for

√
s = 400 GeV.

tion minus the one observed in the backward direction,
divided by the total number of top quark observed,

AFB =
σA

σS

≡ σ(cos θt > 0)− σ(cos θt < 0)

σ(cos θt > 0) + σ(cos θt < 0)
, (7)

We show AFB at LO as a function of the collision en-
ergy in the lower inset of Fig. 4. The AFB at NLO and
NNLO are calculated by using the corresponding NLO
and NNLO cross sections in both the denominator and
numerator of Eq. (7), and are shown in the upper in-
set of Fig. 4. All curves are normalized to the AFB at
LO. The O(αs) corrections are about 2% for

√
s around

500 GeV. The O(α2
s) corrections further increase AFB

by about 1.2% for the same region. We also plot the
AFB calculated using the two-loop threshold cross sec-
tions [13] for comparison, which shows good agreement
with our exact result in energy region just above the pro-
duction threshold. This is expected since in the threshold
region the former ones dominate. We further investigate
uncertainties of predictions on AFB due to missing cor-
rections beyond NNLO. A conventional way to estimate
those uncertainties is by checking the residual QCD scale
dependence. However, for ratios like AFB, if we vary the
scales simultaneously in σA and σS , it tends to underesti-
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√
s [GeV] ALO

FB ANLO
FB ANNLO

FB δANNLO
FB

400 28.20 28.94 ± 0.76 29.58 ± 0.46 ±0.26

500 41.56 42.39 ± 0.59 42.89 ± 0.25 ±0.12

800 53.68 53.91 ± 0.33 54.07 ± 0.08 ±0.04

TABLE I. Top-quark forward-backward asymmetry at differ-
ent perturbative orders for representative

√
s choices. The

FB asymmetries are shown in percentage.

mate the uncertainty. For example, the NLO prediction
with scale uncertainty does not overlap with the NNLO
prediction. Thus a more appropriate prescription is to
vary the scales independently in σA and σS . We change
the scale by a factor of two upward and downward in
both σA and σS , and add their fractional uncertainties
to AFB in quadrature. The predicted uncertainties are
shown in Fig. 4 by colored bands. With the O(α2

s) cor-
rections the scale uncertainty on AFB has been reduced
to less than half of the value at NLO as further shown in
Table. I. The third and fourth columns in Table. I show
the NLO and NNLO predictions of AFB together with
the scale uncertainties all shown in percentage. The col-
umn δANNLO

FB presents variation of FB asymmetry due
to uncertainty of top-quark mass input, which is taken to
be ±0.5 GeV for comparison. For a typical collision en-
ergy of 500 GeV, the residual scale uncertainty of NNLO
prediction on AFB is 0.0025 or half percent in relative,
which is well below the projected experimental precision
of future ILC [16]. The uncertainty due to top-quark
mass input is relatively small especially considering the
projected precision on mass measurement at the ILC.
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FIG. 4. Lower inset: top-quark AFB at the LO as a function
of collision energy; upper inset: ratios of AFB at the NLO
and NNLO to AFB at the LO. The threshold approximation
is denoted as th..

We can also study top-quark FB asymmetry at a more

exclusive level, namely the FB asymmetry in different
| cos θt| bins, AFB,bin. In Fig. 5 we plot ratios of the
NLO and NNLO predictions on AFB,bin to the LO ones
for

√
s = 400 GeV. Both the O(αs) and O(α2

s) correc-
tions are almost flat on | cos θt| for

√
s = 400 GeV. They

decrease slightly with increasing | cos θt| for
√
s = 500

GeV which is not shown here due to limited space.
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FIG. 5. Top-quark forward-backward asymmetry in different
| cos θt| bins, AFB,bin, normalized to the LO predictions, for√
s = 400 GeV.

Conclusions. We have presented the first complete
NNLO QCD corrections to top-quark pair production at
e+e− collisions. The calculation is at fully differential
level based on a generalization of phase slicing method to
NNLO in QCD [7]. We have studied in detail the correc-
tions to top-quark forward-backward asymmetry AFB.
The NNLO corrections to AFB are half the size of the
NLO corrections or even larger, for a typical collision en-
ergy of 400 ∼ 500 GeV at future linear colliders. More-
over, our results show a large reduction of the theoretical
uncertainties for predictions on AFB. The residual scale
uncertainty is well below the projected experimental pre-
cision. Our results allow for a precise determination of
the top-quark neutral-current couplings at future linear
colliders, which can be used to probe various new physics
beyond the SM. Besides, there could be several interest-
ing applications of the method and results presented here.
Firstly, it would be interesting to apply this calculation
to charm and bottom quark production at Z boson mass
pole. Secondly, decay of Higgs boson to massive quarks
can be calculated in a similar way to NNLO in QCD,
since the two-loop matrix elements are available [28].
Thirdly, it should be straightforward to combine produc-
tion and leptonic decay [8, 29] of top-quark pair in e+e−

collisions within narrow width approximation at NNLO.
Last but not least, our calculation may also be used to
improve the accuracy of event shape resummation related
to heavy-quark mass measurement [30].
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