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The unique strength observed in molecular thin films consisting of assemblies of nanoparticles
encoded with short organic chains opens an intriguing new realm of controllable materials. Here
the fundamental mechanisms underlying this unique mechanical strength are probed by molecular
dynamics simulations. Using nanoparticles encoded with short hydrocarbon chains, we show that
the mechanical response and failure of single nanoparticle thick membranes depend on subtle changes
of the coating. Extremely high moduli were observed in agreement with experiment. We calculate
the Young’s modulus for the membrane system based on properties of the individual components
and find that ligand end-group interactions explain the observed changes in mechanical properties.
Specifically, for dodecanethiol chains on 6 nm diameter gold cores, the Young’s modulus is 2.5 GPa
for CH3 terminated chains and increases by 50% when end groups are replaced by COOH.

Recent experimental studies of nanometer thick mem-
branes formed from a single layer of nanoparticles (NPs)
encoded with short organic chains found that they are
surprisingly strong despite their nanoscale dimension [1–
3]. Freestanding, two-dimensional NP membranes have
been found to have remarkably large mechanical stiffness,
with Young’s moduli on the order 1-10 GPa [1, 3, 4], even
though membranes contain no crosslinks. Due to their
unusual strength, these thin membranes have a number of
potential applications from sensor arrays to nanoscale fil-
tration [5, 6]. The stiffness of the membrane, as reflected
in elastic moduli, varies with the length and composition
of the encoded ligands. While both the ligand-NP bind-
ing strength and the ligand-ligand interaction have been
found to play a role in determining membrane mechan-
ical properties [1], the underlying microscopic origin of
the strength of these membranes remains unresolved.

Experimentally, single NP membranes have been
formed in a variety of ways, including using evapora-
tion induced ordering [3, 7] and DNA-programmable NPs
[8]. In the case of evaporation induced ordering, NPs are
driven by evaporation to the liquid/vapor interface [7].
As evaporation proceeds, the reduction in surface area
of the liquid/vapor interface and NP attraction drive ag-
gregation and membrane formation. After drying, mem-
branes are supported on a silicon-nitride substrate with
micrometer size holes cut in the substrate to test the me-
chanical response of the freestanding membrane. Mem-
brane mechanical properties can be probed using res-
onance frequency, bulge, and atomic force microscopy
(AFM) indentation tests [2, 4].

Here the fundamental mechanisms underlying the
unique mechanical strength of these single NP thick
membranes are probed by molecular dynamics (MD) sim-
ulations. We show how the mechanical response and
failure of single NP thick membranes depend on subtle
features of the coating. Our fully atomistic MD sim-
ulations of membranes composed of alkanethiol-coated
gold NPs provide a nanoscale picture of ligand interac-
tions and structure that cannot easily be obtained exper-
imentally. Multi-million atom simulations of NP mem-

branes like those shown in Fig. 1(a) allow us to simul-
taneously measure nanoscale interactions while directly
comparing membrane properties with those found exper-
imentally [1, 2, 9]. Our simulations show that the inter-
actions between end-groups on the encoded ligands play
a dominant role in determining membrane strength and
stiffness. An estimate of the end-group contribution to
membrane stiffness indicates that these interactions ac-
count for the observed changes in stiffness.

There have been a limited number of simulation studies
of the aggregation and assembly of NPs. Early simula-
tions of mechanical properties of three-dimensional Au
NP assemblies were carried out by Luedtke and Land-
man [10, 11]. More recently, Ngo et al. [12] examined
the mechanical properties of three-dimensional crystals
of DNA-functionalized NPs. Both studies found crys-
talline NP structures with elastic moduli on the order of
1GPa. At the liquid/vapor interface the aggregation of
encoded NPs were studied by Lane and Grest [13] and
Lin et al. [14].

Here we study 6nm Au NP with S-(CH2)11X alka-
nethiol ligands, where X is either carboxylic acid
(COOH) or methyl (CH3). The system was chosen
since for X=CH3 we can directly compare our results for
Young’s modulus with those of He et al. [1]. The prepa-
ration of the NPs follows the procedure outlined in [15]
with some modification [16]. Here the Au NP core is ex-
plicitly modeled to capture the heterogeneity in the sulfur
binding locations and to account for Au-ligand interac-
tions. Initially the 6 nm gold core is explicitly simulated
with an embedded atom model (EAM) potential[17] to
model softening of the edges and facets of the nanocrys-
tal. Next, a vapor of sulfur atoms is allowed to deposit
and bind to the gold surface. Gold-sulfur Lennard-Jones
parameters are selected to produce an adsorbed sulfur
surface density of 4.7 /nm2, consistent with experiment
[18]. During this process the Au surface is able to relax to
accommodate the adsobred sulfur. Experimentally upon
physisorption, the alkanethiol molecule binds to the Au
nanoparticle through the sulfur atom and loses the mer-
captan H atom, transforming itself into an alkanethiolate
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FIG. 1. (a) (Color online) Angled side view of CH3-
terminated dry membrane prior to deformation. Hydrogen
atoms are represented in white, carbon in cyan, gold in brown,
and sulfur in yellow. (b) A close-up view of COOH terminated
(left) and CH3-terminated (right) NPs in a dry membrane
prior to deformation. Hydrogen atoms have been omitted ex-
cept in the COOH end group. In both cases carbon atoms
on the left NP are colored cyan while those on the right are
colored purple.

[19]. Initially chains are in the all-trans configuration
and bonded to the deposited sulfur atoms. Ligand inter-
actions are modeled using the OPLS-AA force field [20],
and water molecules are simulated using the TIP4P/2005
model [21, 22] with angles constrained via the SHAKE
algorithm [23]. The gold and sulfur atoms comprising
the NP core are treated as a rigid body after the initial
simulations to determine the surface binding sites.

In order to form a membrane a two-dimensional 6× 6
hexagonal NP array was initially placed atop a 60.0 ×

51.96 × 8.0 nm3 water slab. Throughout the membrane
formation process a Langevin thermostat with time con-
stant 1 ps was applied to both ligand and water molecules
to control the temperature [24]. Including fully out-
stretched ligands, the NPs have a 8 nm to 9 nm diam-
eter, and the initial NP spacing a0 = 10.0 nm was chosen
so that NPs are not touching. The simulation cell is
periodic in all three directions, with size Lz =30.0nm
in the z-direction, allowing for ample space between the
NPs and the periodic image of the water-vapor interface.
Nanoparticles were placed at the interface rather than in
the bulk because migration of the NPs from the bulk to
the interface is a slow process.

Starting from the initial 10.0nm lattice spacing, we
compressed the membrane isotropically over 0.4 ns. As
the final state is known to be hexagonal from experiment,
the NP cores are constrained to their lattice positions
during compression. They move only due to the applied
strain and do not experience forces from other atoms.

States for mechanical testing were chosen to have NP
lattice constant of 7.53 nm for both the CH3 and COOH
samples. These spacings are the middle of a range over
which the mechanical properties are independent of lat-
tice spacing. The values agree with experimental lattice
spacings of 7.4nm for CH3-terminated chains on 6 nm
gold NPs [2].

After compression, NP membranes were equilibrated
for 0.2 ns at the water-vapor interface with no constraints
on the NP cores. The water was then removed, leaving
a dry, freestanding membrane. An example of an unde-
formed freestanding membrane with CH3 end groups is
shown in Fig. 1(a). Finally, the dry membrane was equili-
brated for a period of 0.2 ns to 10ns. Longer equilibration
periods were used to check that membrane properties are
independent of equilibration time. Over 10 ns the COOH
membrane showed a small increase in stiffness, within the
measurement error.

Figure 1(b) shows close-up views of two NPs from the
COOH and CH3 membranes. It can be seen from the
figure that there is some interdigitation, but there are
also many ligands oriented to splay out of the volume
between the NP surfaces. Ligands from neighboring NPs
are far from fully interpenetrated. The packing of ligands
that leads to the lack of interdigitation strongly resem-
bles that seen in NPs displaying spontaneous asymmetry
[13]. The COOH ligands tend to pack and splay less, but
instead bend to keep end groups from neighboring NPs
close to one another.

For both the COOH and CH3 terminated ligands
shown in Fig. 1(b) interdigitation appears minor, with
packed ligand regions that splay or bend rather than fully
interpenetrating. This modifies the picture of full ligand
interdigitation used previously to explain NP spacing of
7.4 nm in experiments [1]. Below, we report that elas-
tic moduli of our membranes are comparable to those
measured experimentally, indicating that a fully inter-
digitated ligand geometry is not necessary for mechani-
cal stability. Furthermore, the COOH membrane, which
shows less interdigitation than the CH3 membrane, shows
increased stiffness. These facts indicate that the elec-
trostatic interactions of end-groups can be important to
ligand structure and membrane properties, and must be
treated along with van der Waals interactions in consid-
ering membrane properties.

Following the water removal, the freestanding mem-
brane was subjected to a number of deformations to mea-
sure its mechanical properties. For some simulations, the
membrane was replicated in the x or y directions (or
both) in order to test for finite size effects. For certain
simulations the membrane was also “unwrapped” around
the periodic boundary conditions in order to test the ef-
fects of periodic boundaries on the mechanical properties.
In this case, NPs spanning the periodic boundary in the
“open” direction were assigned to one side of the box
and the box was expanded by 3.0 nm on each side of the
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FIG. 2. (Color online) Typical two-dimensional stress-strain
curves for samples undergoing pure shear deformation. Data
have been time averaged over 0.4 ps, and curves for the 6x6
membranes have been further smoothed as described in the
text. The COOH terminated NP membrane shows a stiffer
characteristic response than the CH3 membrane.

membrane.
Mechanical properties of the freestanding membranes

were measured by performing extension and compression
in a single direction or both directions, as well as pure
shear simulations. Samples were deformed by affinely
deforming the ligands and affinely displacing the NP
cores to match the strain imposed on the simulation box.
Strain rates ǫ̇ = 5 × 107s−1 corresponding to maximum
velocities of about 3m/s were used.
Figure 2 shows a two-dimensional stress-strain curve

from membranes undergoing pure shear. During this
test samples undergo extension in the y-direction and
compression in the x-direction while preserving the total
area. Membranes of size 6× 6 and 12× 12 NPs are com-
pared, showing no finite size effects. Data for all systems
have been averaged over a 0.4 ps interval and data for
smaller membranes have been further smoothed to reduce
noise. The fit to the initial linear elastic portion is shown,
and the two-dimensional shear modulus µ2D may be read
from the plot as 1/4 the slope of the two-dimensional
stress-strain curve. Measurements of stresses and elastic
constants are two-dimensional, with units of GPa-nm,
and are independent of sample thickness. To compare
with reported three-dimensional moduli we divide the 2D
moduli by the sample thickness 7.5± 0.3nm [1].
The COOH and CH3 systems shown in Fig. 2 are com-

parable to those measured in experiment. The COOH
sample has a Young’s modulus of E = 3.7 ± 0.4 GPa,
while the CH3 sample is less stiff with E = 2.5 ± 0.4
GPa. This difference in stiffness is reflected in Fig. 2.
Estimates of the error of the measurement reflect the elas-
tic constants measured with different deformation proto-

cols. These values are of the same order as correspond-
ing values for experimental membranes, where the av-
erage Young’s modulus measured for Au NPs with CH3-
terminated ligands is 4GPa [1]. There, values from 1GPa
to 14GPa were measured for different samples.
We have executed a variety of simulations to verify

that our simulation methodology does not influence me-
chanical properties. By holding a membrane at a fixed
applied strain for some time before measuring the stress,
we observe no viscous response in the membranes. Strain
rates from ǫ̇ = 5×106s−1 to ǫ̇ = 5×108s−1 were used for
a subset of simulations to check strain-rate dependence.
Results for different strain rates are within the measure-
ment error. Elastic constants measured using different
applied strains, system sizes and boundary conditions
vary by 10-15%.
The significantly higher Young’s modulus for mem-

branes with COOH-terminated ligands suggests that lig-
and end group can influence mechanical properties. One
important difference between the methyl and carboxyl
end groups is their electrostatic interactions. These inter-
actions have been shown to be important in forming 3D
NP structures with unique properties [25]. Charge sepa-
ration between the oxygen and hydrogen atoms can lead
to hydrogen bonding between COOH groups, e.g. dimers
of carboxylic acid, and this feature may be important in
interactions between ligands with COOH end-groups.
The affinity among end-groups is quantified by measur-

ing the typical distance between end-group carbon atoms
on neighboring NPs. We expect that an attractive in-
teraction between end groups results in an increase in
end-group carbon density at small separations. The ra-
dial density function ρ(r) is calculated by forming a his-
togram of the distance r between an end-group carbon
on one NP and the end-group carbons on all other NPs.
A comparison of ρ(r) for COOH and CH3 membranes is
shown in Fig. 3.
The most striking feature in Fig. 3 is the contrast in the

peak height for the two different end groups. The peak
in the COOH data at 0.25nm indicates that COOH end
groups from neighboring NPs are found adjacent to one
another. This is likely due to electrostatic interactions
between partial charges on oxygen and hydrogen atoms.
This is consistent with and reinforces the observation
from Fig. 1 that COOH ligands orient end-to-end. The
inset in Fig. 3 shows the interface between NP ligands
as represented by end-group atoms. Oxygen atoms from
COOH end groups (red, left) and carbon atoms from
CH3 end-groups (cyan, right) within a 5 nm window of
the mean NP height are shown. The oxygen atoms show
a well-defined hexagonal cell, reiterating that ligands ori-
ent end-to-end. The CH3 end groups show thicker, more
rounded interfaces reiterating the idea demonstrated by
ρ(r), that the CH3 end-groups do not show a strong affin-
ity for one another.
Based on the affinity of the COOH end groups we make
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FIG. 3. (Color online) The radial density function ρ(r) mea-
sures the density of end-group carbon atoms from neighboring
NPs as a function of carbon-carbon separation r, contrasting
the behavior for CH3 and COOH terminated ligands. (inset)
Top view of membranes showing oxygen atoms from COOH
end groups (red, left) or carbon atoms from CH3 (cyan, right)
within a 5 nm slice centered at the average NP height.

an order-of-magnitude estimate of their contribution to
the membrane modulus. We treat the COOH end groups
as dipoles with a binding energy of 60-80 kJ/mol [25, 26]
and estimate from Fig. 3 that the interactions are im-
portant for radii smaller than 0.5-0.6nm. This gives an
additional contribution of 700MPa to 800MPa to the
modulus of the ligand-ligand interface, in rough agree-
ment with the measured modulus change. The exact
value of the contribution depends on the ligand-ligand
interface geometry and the ligand volume fraction, but
this estimate shows that end-group interactions can have
a large impact on the membrane modulus.
Failure in samples with different end groups also oc-

curs in a different manner and at different strains. Figure
4 shows COOH and CH3 terminated NP membranes at
10%, 26%, and 40% strain. Samples have open bound-
aries in the lateral direction to allow for tearing. At 26%
strain the CH3 membrane has a visible break across the
membrane. In contrast, the COOH membrane has an
interesting structure where elongation of ligands in the
tensile direction allows the membrane to stretch and form
voids. In fact, the first separation of diagonal neighbors
in the COOH membrane occurs at about 40% strain. In
the CH3 sample this occurs at 24-26% strain.
In conclusion, we have shown through fully-atomistic

MD simulations that experimentally measured mechan-
ical properties of ligand-coated NP membranes can be
reproduced and tied directly to nanoscale dynamics and
structure. We verify that membranes with 2D hexagonal
symmetry are stable and have lattice spacings consistent
with experiment. Moreover, we identified molecular-scale
differences in aggregate structure, which arise purely

FIG. 4. (Color online) CH3 (top) and COOH (bottom) ter-
minated samples shown at (from left to right) 10%, 26%, and
40% strain. Failure in the CH3 sample begins at about 26%
strain. At this strain the COOH sample exhibits only void
formation, and does not begin to tear until ≈40% strain. The
boundary in the lateral direction is open.

from varying ligand termination groups. Contrary to
prior assumption, we show that interdigitation of en-
coded ligands from adjacent particles is not pervasive,
and therefore is unlikely to be the principle driver of the
unexpectedly large stiffness in these membranes.

Elastic moduli measured from freestanding NP mem-
branes are in quantitative agreement with measurements
from comparable experimental systems. Membranes
with COOH terminated ligands demonstrate significantly
higher Young’s modulus and less ligand interdigitation
than comparable CH3 terminated ligand membranes. We
postulate that local electrostatic interactions are respon-
sible for the increased modulus. From molecular observa-
tion, we note an end-to-end configuration of ligands from
neighboring NPs in the COOH system, which can be at-
tributed to the electrostatic attraction between partial
charges in adjacent COOH end groups. An estimate of
COOH contributions indicates that the change in mem-
brane modulus is attributable to end-group interactions.
Thus, our simulations indicate that end-group interac-
tions can significantly change nanoscale ligand behavior
and can be as or more important than ligand interdigi-
tation in determining membrane mechanical properties.
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