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24Laboratório de Instrumentação e F́ısica Experimental82

de Part́ıculas, (LIP), P–1000 Lisboa, Portugal83

25National Chung–Shan Institute of Science and84

Technology (NCSIST), Longtan, Tao Yuan 325, Taiwan85

26Centro de Investigaciones Energéticas, Medioambientales86
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Abstract
We present a measurement of the cosmic ray (e+ + e−) flux in the range 0.5GeV to 1TeV based

on the analysis of 10.6 million (e++e−) events collected by AMS. The statistics and the resolution

of AMS provide a precision measurement of the flux. The flux is smooth and reveals new and

distinct information. Above 30.2 GeV, the flux can be described by a single power law with a

spectral index γ = −3.170 ± 0.008(stat.+syst.) ± 0.008(energy scale).
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Measurements of cosmic rays by the Alpha Magnetic Spectrometer (AMS) [1–3] of the109

positron fraction and the positron flux Φ(e+) have been carried out up to 500GeV and of the110

electron flux Φ(e−) up to 700GeV. The results generated widespread interest and discussions111

on the origin of high energy positrons and electrons [4]. They provide information on the112

combined flux Φ(e++e−) up to 500GeV. In this Letter we present a dedicated measurement113

of Φ(e+ + e−) up to 1TeV with reduced statistical and systematic errors.114

AMS.— AMS is a general purpose high-energy particle physics detector installed on the115

International Space Station (ISS) to conduct a unique long-duration (∼20-year) mission of116

fundamental physics research in space [5]. It consists of a tracker, a magnet, time of flight117

(TOF) and anti-coincidence counters, a ring imaging Čerenkov detector, an electromagnetic118

calorimeter (ECAL), and a transition radiation detector (TRD).119

The nine layer double-sided silicon microstrip tracker accurately determines the trajectory120

and absolute charge |Z| of cosmic rays using multiple measurements of the coordinates and121

energy loss. Together with the 0.14T permanent magnet, the tracker measures the particle122

rigidity R = p/Z, where p is the momentum. The maximum detectable rigidity is 2TV over123

a lever arm of 3m.124

The four TOF planes trigger the readout of all the detectors and measure the particle125

velocity and direction. The high efficiency (≃99.999%) anti-coincidence counters inside the126

magnet bore are used to reject particles outside the geometric acceptance. The tracker,127

TOF, and TRD measure |Z| independently. The curvature measured with the tracker and128

the magnet and the direction of the particle measured with the TOF yield the sign of the129

charge.130

The 3-dimensional imaging capability of the 17 radiation length (17X0) ECAL allows for131

an accurate measurement of the (e+ + e−) energy E scaled to the top of AMS and of the132

shower shape. An ECAL estimator, based on a boosted decision tree algorithm [6], is used133

to differentiate (e+ + e−) from protons by exploiting their different shower shapes.134

To further differentiate between (e+ + e−) and protons, signals from the 20 layers of135

proportional tubes in the TRD are combined into a TRD classifier formed from the product of136

the probabilities of the (e++e−) hypothesis. This TRD classifier has the same differentiation137

power as the TRD likelihood variable used in [3] but has a different scale.138

The timing, location, and attitude are determined by a combination of GPS units affixed139

to AMS and to the ISS. AMS operates continuously on the ISS and is monitored and140

controlled around the clock from the ground. The detector performance is steady over time.141

The entire detector has been extensively calibrated in a test beam at CERN with e+142

and e− from 10 to 290GeV/c, with protons at 180 and 400GeV/c, and with π± from 10143

to 180GeV/c which produce transition radiation equivalent to protons up to 1.2TeV/c.144

Measurements with 18 different energies and particles at 2000 positions were performed.145

A Monte Carlo program based on the geant 4.9.4 package [7] is used to simulate physics146

processes and detector signals.147

Analysis.— Over 41×109 events collected from May 19, 2011 to November 26, 2013 have148

been analyzed. The isotropic (e++ e−) flux is measured in each energy bin E, of width ∆E,149

as:150

Φ(e+ + e−) =
N(E)

Aeff(E)ǫtrig(E)ǫECAL(E)T (E)∆E
(1)

where N is the number of (e+ + e−) events, Aeff is the effective detector acceptance, ǫtrig is151

the trigger efficiency, ǫECAL is the signal selection efficiency based on the ECAL estimator,152

and T is the exposure time.153
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Eqn. (1) is evaluated independently in 74 energy bins from 0.5GeV to 1TeV. The bin154

width is chosen to be at least two times the energy resolution. The bin-to-bin migration155

error is ∼1% at 1GeV decreasing to 0.2% above 10GeV. With increasing energy the bin156

width smoothly increases to ensure adequate statistics in each bin.157

The absolute energy scale is verified by using minimum ionizing particles and the ratio158

E/p. These results are compared with the test beam values where the beam energy is known159

to high precision. This comparison limits the uncertainty of the absolute energy scale to 2%160

in the range covered by the test beam results, 10–290GeV. Below 10GeV it increases to 5%161

at 0.5GeV and above 290 GeV to 5% at 1TeV. This is treated as an uncertainty on the bin162

boundaries.163

Events are selected requiring the presence of a downward-going, β > 0.83 particle which164

has hits in at least 8 of the 20 TRD layers and a single track in the tracker passing through165

the ECAL. Events with an energy deposition compatible with a minimum ionizing particle166

in the first 5X0 of the ECAL are rejected. Events with |Z| > 1 are rejected using dE/dx167

in the tracker and TRD. Secondary particles of atmospheric origin [8] are rejected with the168

cutoff requirement discussed below.169

In each energy bin, TRD classifier reference spectra of the (e++e−) signal and the proton170

background are used as templates. The templates are constructed from the data using pure171

samples of e− and protons. These samples are selected using the ECAL estimator, E/p172

matching, and the charge sign. The templates are evaluated separately in each bin, however173

the signal templates show no dependence on the energy above ∼10GeV. Therefore, all the174

e− selected in the range 15.1–83.4GeV are taken as a unique signal template up to the175

highest energies.176

The sum of the signal and background templates is fit to the data by varying their177

normalizations. This yields the number of signal (e+ + e−) events N and the number of178

background (proton) events. It also yields the statistical errors on N and the number of179

background events. These errors yield the statistical error on the flux. Figure 1 presents180

the data, the fit, and the signal and background templates for one bin.181

The effective detector acceptance is:182

Aeff = Ageomǫsel(1 + δ) (2)

where Ageom is the geometric acceptance, ǫsel is the event selection efficiency, and δ is a data-183

derived correction. The acceptance for a particle that passes through the active volumes184

of the tracker, TRD, TOF, and ECAL is found to be Ageom ≃ 550 cm2 sr and ǫsel has185

typical values of 90% at 10GeV, 83% at 100GeV, and 70% at 1TeV. Both Ageom and ǫsel186

are evaluated from the Monte Carlo simulation. The small correction to the acceptance δ187

is estimated by comparing the data and the Monte Carlo simulation efficiencies for every188

selection cut using information from the detectors unrelated to that cut. This correction is189

found to be a smooth, slowly varying function of energy. It is −0.04 at 2GeV and −0.03 at190

1 TeV.191

The trigger efficiency is determined from data. The data acquisition system is triggered192

by the coincidence of all four TOF planes. AMS also records unbiased triggers which require193

a coincidence of any three out of the four TOF planes to measure ǫtrig. It is 100% above194

3GeV decreasing to 75% at 1GeV.195

The ECAL estimator efficiency ǫECAL is measured from the data using negative rigidity196

samples and the selection cuts. ǫECAL values range from 75% to 95% for different energy197

bins, depending on the number of signal and background events.198
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The orbital parameters and the status of the detectors are recorded for each second of199

data-taking. Livetime-weighted seconds are summed to obtain the exposure time in a given200

energy bin only when the minimum bin energy exceeds 1.2 times the maximum Størmer201

cutoff [9] for |Z| = 1 particles in the AMS geometric acceptance. The exposure time does202

not include time spent in the South Atlantic Anomaly, time during TRD gas refills, and203

time when the AMS z axis was more than 40◦ from the local zenith. For the energy bins204

above ∼30GeV, where the effects of the geomagnetic cutoff are negligible, the exposure time205

is 6.2× 107 seconds. It decreases to 1.5× 107 seconds at 5GeV.206

A total of 10.6 × 106 (e+ + e−) events have been identified with energies from 0.5GeV207

to 1TeV. A major experimental advantage of the combined flux analysis compared to the208

measurement of the individual positron and electron fluxes, particularly at high energies,209

is that the selection does not depend on the charge sign. Another advantage is that it has210

a higher overall efficiency. Consequently, this measurement is extended to 1TeV with less211

overall uncertainty over the entire energy range. Systematic uncertainties arise from (i) the212

event selection, (ii) the acceptance, and (iii) bin-to-bin migration.213

To evaluate the systematic uncertainty from the event selection which includes the un-214

certainty from the construction of the templates, 2000 trials were performed in each energy215

bin. Each trial consisted of the complete analysis. The trials were performed with different216

values of the ECAL estimator cut and different values of selection cuts used to construct217

the templates. The 2000 trials are performed in an interval of ±5% in efficiency around the218

value of the ECAL estimator cut which minimizes the combined statistical and systematic219

uncertainties. For the 500–700GeV bin, Fig. 2a shows the stability of the number of signal220

events corrected by the ECAL estimator selection efficiency NE = N/ǫECAL as a function221

of ǫECAL. As seen, NE does not depend on the efficiency and this was found to be the case222

in every energy bin. Figure 2b shows the distribution of NE for the 2000 trials in this bin.223

The median value of the distribution determines the flux. The RMS spread of the distri-224

bution provides an evaluation of the stability of the measurement. The difference between225

the width of this distribution in data and the expected statistical fluctuations quantifies the226

systematic uncertainty as <1% below ∼200GeV increasing to 4% in the 500–700GeV bin.227

This is the main source of systematic uncertainty above ∼500GeV.228

The systematic error on the acceptance is given by the uncertainty on δ. It is estimated229

from data to Monte Carlo simulation comparisons. Above 3GeV a systematic of 2% on230

(1 + δ) is obtained from the contributions of all the cuts. Below 3GeV the uncertainty231

increases to 6% at 1 GeV. This is the major contribution to the systematic error below232

∼500GeV. The systematic error on the acceptance includes a bin-to-bin correlation of 1.4%233

over the entire energy range.234

Results.— The measured (e++e−) flux is presented in Table I as a function of the energy235

at the top of AMS together with its statistical and systematic errors, where the systematic236

errors are the quadratic sum of the systematic uncertainties listed above, (i-iii). The table237

also contains a representative value of the energy in the bin, Ẽ, for a flux ∝ E−3 [10] and238

the error on Ẽ according to the energy scale uncertainty. Several independent analyses were239

performed on the same data sample by different study groups. The results of those analyses240

are consistent with the results presented here. The flux multiplied by Ẽ3 is presented in241

Fig. 3, together with previous measurements [11–17]. Below ∼10GeV, the behavior of242

Φ(e+ + e−) is affected by solar modulation. However, above 20GeV the effects of solar243

modulation are insignificant within the current experimental accuracy. The data show no244

structures. In particular, from 10GeV to 1TeV the flux is smooth and reveals new and245
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distinct information.246

As seen in Fig. 3, the flux cannot be described by a single power law (Φ ∝ Eγ) over the247

entire range. To estimate a lower energy limit above which a single power law describes the248

flux, we use energy intervals with starting energies from 0.5GeV and increasing bin by bin.249

The ending energy for all intervals is fixed at 1TeV. Each interval is split into two sections250

with a boundary between the starting energy and 1TeV. Each of the two sections is fit with251

a single power law and we obtain two spectral indices. The lowest starting energy of the252

interval that gives consistent spectral indices at the 90% C.L. for any boundary yields a253

lower limit of 30.2GeV.254

To quantitatively examine the energy dependence of the flux in a model independent way,255

the flux is fit with a spectral index γ as256

Φ(e+ + e−) = CEγ or γ = d[log(Φ)]/d[log(E)] (3)

(E in GeV and C is a normalization) over a sliding energy window. The width of the257

window varies with energy to have sufficient sensitivity to determine the spectral index.258

The resulting energy dependence of the fitted spectral index is shown in Fig. 4a, where259

the shading indicates the correlation between neighboring points due to the sliding energy260

window. Fitting a single power law over the range 30.2GeV to 1TeV yields γ = −3.170 ±261

0.008 ± 0.008 where the first error is the combined statistical and systematic uncertainty262

and the second error is due to the energy scale uncertainty. This is shown in Fig. 4b.263

It is important to note, as discussed in Ref. [3], that a single power law can describe the264

electron flux above 52.3GeV and a single power law, with a different spectral index, can265

describe the positron flux above 27.2GeV. The simultaneous single power law behavior of266

Φ(e+), Φ(e−), and Φ(e+ + e−) is unexpected.267

This measurement of Φ(e++ e−) together with the measurements of Φ(e+) and Φ(e−) [3]268

and the positron fraction make possible the accurate comparison with various particle physics269

and astrophysics models including the minimal model discussed in Ref. [1, 2]. This will be270

presented in a separate publication.271

In conclusion, the precision measurement of Φ(e+ + e−) as a function of energy from272

0.5GeV to 1TeV indicates that the flux is smooth and reveals new and distinct information.273

No structures were observed. From 30.2GeV to 1TeV, the flux can be described by a single274

power law with γ = −3.170± 0.008(stat.+syst.)± 0.008(energy scale).275
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TABLE I: The electron plus positron flux Φ(e++e−) in units

of [GeV · m2 · sr · s]−1 with its statistical and systematic er-

rors. The systematic uncertainties include an overall scaling

uncertainty of 1.4% which introduces a correlation between

bins. Ẽ as described in the text with its systematic error de-

rived from the energy scale uncertainty. The bin boundaries

and Ẽ are the energies at the top of AMS.

Energy [GeV] Ẽ [GeV] Φ(e+ + e−)± σstat ± σsyst
0.50− 0.65 0.57 ± 0.03 (2.71 ± 0.10 ± 0.54) × 10+1

0.65− 0.82 0.73 ± 0.03 (2.38 ± 0.02 ± 0.21) × 10+1

0.82− 1.01 0.91 ± 0.04 (2.17 ± 0.01 ± 0.16) × 10+1

1.01− 1.22 1.11 ± 0.05 (2.01 ± 0.01 ± 0.12) × 10+1

1.22− 1.46 1.33 ± 0.05 (1.78 ± 0.01 ± 0.09) × 10+1

1.46− 1.72 1.58 ± 0.06 (1.46 ± 0.00 ± 0.06) × 10+1

1.72− 2.00 1.85 ± 0.07 (1.19 ± 0.00 ± 0.04) × 10+1

2.00− 2.31 2.15 ± 0.08 (9.47 ± 0.01 ± 0.28) × 100

2.31− 2.65 2.47 ± 0.08 (7.48 ± 0.01 ± 0.19) × 100

2.65− 3.00 2.82 ± 0.09 (5.77 ± 0.01 ± 0.13) × 100

3.00− 3.36 3.17 ± 0.10 (4.81 ± 0.01 ± 0.10) × 100

3.36− 3.73 3.54 ± 0.11 (3.77 ± 0.01 ± 0.08) × 100

3.73− 4.12 3.92 ± 0.12 (2.99 ± 0.00 ± 0.06) × 100

4.12− 4.54 4.32 ± 0.12 (2.37 ± 0.00 ± 0.05) × 100

4.54− 5.00 4.76 ± 0.13 (1.87 ± 0.00 ± 0.04) × 100

5.00− 5.49 5.24 ± 0.14 (1.47 ± 0.00 ± 0.03) × 100

5.49− 6.00 5.74 ± 0.15 (1.16 ± 0.00 ± 0.02) × 100

6.00− 6.54 6.26 ± 0.15 (9.13 ± 0.01 ± 0.19) × 10−1

6.54− 7.10 6.81 ± 0.16 (7.24 ± 0.01 ± 0.15) × 10−1

7.10− 7.69 7.39 ± 0.17 (5.76 ± 0.01 ± 0.12) × 10−1

7.69− 8.30 7.99 ± 0.18 (4.57 ± 0.01 ± 0.09) × 10−1

8.30− 8.95 8.62 ± 0.19 (3.65 ± 0.01 ± 0.07) × 10−1

8.95− 9.62 9.28 ± 0.19 (2.92 ± 0.01 ± 0.06) × 10−1

9.62 − 10.32 9.96 ± 0.20 (2.35 ± 0.01 ± 0.05) × 10−1

10.3− 11.0 10.7 ± 0.2 (1.89 ± 0.00 ± 0.04) × 10−1

11.0− 11.8 11.4 ± 0.2 (1.54 ± 0.00 ± 0.03) × 10−1

11.8− 12.6 12.2 ± 0.2 (1.26 ± 0.00 ± 0.03) × 10−1

12.6− 13.4 13.0 ± 0.3 (1.03 ± 0.00 ± 0.02) × 10−1

13.4− 14.2 13.8 ± 0.3 (8.42 ± 0.03 ± 0.17) × 10−2

14.2− 15.1 14.7 ± 0.3 (6.91 ± 0.02 ± 0.14) × 10−2

15.1− 16.1 15.6 ± 0.3 (5.73 ± 0.02 ± 0.12) × 10−2

16.1− 17.0 16.5 ± 0.3 (4.74 ± 0.02 ± 0.10) × 10−2

17.0− 18.0 17.5 ± 0.3 (3.93 ± 0.02 ± 0.08) × 10−2

18.0− 19.0 18.5 ± 0.4 (3.29 ± 0.01 ± 0.07) × 10−2

19.0− 20.0 19.5 ± 0.4 (2.75 ± 0.01 ± 0.06) × 10−2

20.0− 21.1 20.6 ± 0.4 (2.31 ± 0.01 ± 0.05) × 10−2

Continued on the next page
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TABLE I – Continued from the previous page

Energy [GeV] Ẽ [GeV] Φ(e+ + e−)± σstat ± σsyst
21.1− 22.2 21.7 ± 0.4 (1.94 ± 0.01 ± 0.04) × 10−2

22.2− 23.4 22.8 ± 0.5 (1.65 ± 0.01 ± 0.03) × 10−2

23.4− 24.6 24.0 ± 0.5 (1.39 ± 0.01 ± 0.03) × 10−2

24.6− 25.9 25.2 ± 0.5 (1.19 ± 0.01 ± 0.02) × 10−2

25.9− 27.2 26.6 ± 0.5 (9.98 ± 0.06 ± 0.20) × 10−3

27.2− 28.7 28.0 ± 0.6 (8.52 ± 0.05 ± 0.17) × 10−3

28.7− 30.2 29.4 ± 0.6 (7.22 ± 0.04 ± 0.15) × 10−3

30.2− 31.8 31.0 ± 0.6 (6.03 ± 0.04 ± 0.12) × 10−3

31.8− 33.5 32.7 ± 0.7 (5.15 ± 0.03 ± 0.11) × 10−3

33.5− 35.4 34.4 ± 0.7 (4.29 ± 0.03 ± 0.09) × 10−3

35.4− 37.3 36.3 ± 0.7 (3.64 ± 0.03 ± 0.07) × 10−3

37.3− 39.4 38.3 ± 0.8 (3.11 ± 0.02 ± 0.06) × 10−3

39.4− 41.6 40.5 ± 0.8 (2.59 ± 0.02 ± 0.05) × 10−3

41.6− 44.0 42.8 ± 0.9 (2.18 ± 0.02 ± 0.04) × 10−3

44.0− 46.6 45.3 ± 0.9 (1.81 ± 0.02 ± 0.04) × 10−3

46.6− 49.3 47.9 ± 1.0 (1.49 ± 0.01 ± 0.03) × 10−3

49.3− 52.3 50.8 ± 1.0 (1.24 ± 0.01 ± 0.03) × 10−3

52.3− 55.6 53.9 ± 1.1 (1.04 ± 0.01 ± 0.02) × 10−3

55.6− 59.1 57.3 ± 1.1 (8.62 ± 0.10 ± 0.18) × 10−4

59.1− 63.0 61.0 ± 1.2 (7.06 ± 0.09 ± 0.15) × 10−4

63.0− 67.3 65.1 ± 1.3 (5.62 ± 0.07 ± 0.12) × 10−4

67.3− 72.0 69.6 ± 1.4 (4.56 ± 0.06 ± 0.09) × 10−4

72.0− 77.4 74.6 ± 1.5 (3.66 ± 0.05 ± 0.08) × 10−4

77.4− 83.4 80.3 ± 1.6 (2.91 ± 0.04 ± 0.06) × 10−4

83.4− 90.2 86.7 ± 1.7 (2.32 ± 0.04 ± 0.05) × 10−4

90.2− 98.1 94.0 ± 1.9 (1.78 ± 0.03 ± 0.04) × 10−4

98− 107 103 ± 2 (1.37 ± 0.03 ± 0.03) × 10−4

107− 118 113 ± 2 (1.01 ± 0.02 ± 0.02) × 10−4

118− 132 125 ± 3 (7.26 ± 0.15 ± 0.15) × 10−5

132− 149 140 ± 3 (5.04 ± 0.12 ± 0.11) × 10−5

149− 170 159 ± 3 (3.55 ± 0.09 ± 0.08) × 10−5

170− 198 183 ± 4 (2.17 ± 0.06 ± 0.05) × 10−5

198− 237 216 ± 4 (1.27 ± 0.04 ± 0.03) × 10−5

237− 290 262 ± 5 (6.89 ± 0.27 ± 0.16) × 10−6

290− 370 327 ± 7 (3.45 ± 0.17 ± 0.09) × 10−6

370− 500 429 ± 13 (1.45 ± 0.10 ± 0.04) × 10−6

500− 700 589 ± 22 (5.41 ± 0.56 ± 0.23) × 10−7

700 − 1000 832 ± 38 (1.90 ± 0.40 ± 0.23) × 10−7

358
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FIG. 1. The result of the template fit in the 149–170 GeV bin showing the small proton background

overlapping the (e+ + e−) signal. The fit has a χ2/d.f. = 0.55.
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FIG. 2. For the 500–700 GeV bin: (a) NE versus ǫECAL for the 2000 trials showing that the result

is stable over a wide range of ǫECAL. The scale on the right indicates the number of trials. (b)

The distribution of NE for the 2000 trials. The narrow width (an RMS of 4%) of the distribution

indicates the accuracy at the highest energies.
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FIG. 3. The flux of electrons plus positrons Φ(e++ e−) measured by AMS multiplied by Ẽ3 versus

energy. The AMS error bars are the quadratic sum of the statistical and systematic errors. Also

shown are the results from earlier experiments [11–17].
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FIG. 4. (a) The spectral index of Φ(e+ + e−) as a function of energy. The shaded regions indicate

the 68% C.L. intervals including the correlation between neighboring points due to the sliding

energy window. (b) Φ(e+ + e−) multiplied by Ẽ3 versus energy and the result of a single power

law fit above 30.2GeV.
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