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First-principles prediction of lattice thermal conductivity κL of strongly anharmonic crystals is a
long-standing challenge in solid state physics. Making use of recent advances in information science,
we propose a systematic and rigorous approach to this problem, compressive sensing lattice dynamics
(CSLD). Compressive sensing is used to select the physically important terms in the lattice dynamics
model and determine their values in one shot. Non-intuitively, high accuracy is achieved when the
model is trained on first-principles forces in quasi-random atomic configurations. The method is
demonstrated for Si, NaCl, and Cu12Sb4S13, an earth-abundant thermoelectric with strong phonon-
phonon interactions that limit the room-temperature κL to values near the amorphous limit.

PACS numbers: 63.20.Ry, 63.20.dk, 66.70.-f

To a large extent, thermal properties of crystalline
solids are determined by the vibrations of their con-
stituent atoms. Hence, an accurate description of lattice
dynamics is essential for fundamental understanding of
the structure, thermodynamics, phase stability and ther-
mal transport properties of solids. The seminal work
of Born and Huang [1] forms the theoretical basis of
our understanding of harmonic vibrations and their re-
lation to elastic properties. With the advent of efficient
density-functional theory (DFT) based methods for solv-
ing the Schrödinger’s equation, several ab initio meth-
ods for studying harmonic phonon properties of solids
have been proposed, such as the frozen phonon approach
[2, 3], supercell small displacement method [4, 5] and
the density-functional perturbation theory (DFPT) [6].
Due to these developments, ab initio calculations of the
harmonic phonon dispersion curves and phonon mode
Grüneisen parameters have become routine.

A systematic approach to anharmonicity has been
more difficult to develop. Anharmonic effects are key to
explaining phenomena where phonon-phonon collisions
become important, such as in the study of lattice ther-
mal conductivity, κL, a key quantity for optimizing the
performance of electronic materials, thermal coatings,
and thermoelectrics [7]. For weakly anharmonic sys-
tems, the interaction processes involving three phonons
are dominant, such as decay of a phonon into two lower-
energy phonons or combining two phonons to create a
higher-energy phonon. Their effects on phonon frequen-
cies and lifetimes can be evaluated using the first-order
perturbation theory (PT) [8, 9], and κL can then be ob-
tained by either using the relaxation time approximation
or solving the Boltzmann transport equation [10]. The
computational feasibility and physical accuracy of these
methods are well established [11–14]. Unfortunately, PT

tends to be computationally expensive for solids with
large, complex unit cells, and its ability to handle strong
anharmonicity is insufficient, especially when the har-
monic phonon dispersion contains imaginary frequencies
or when phonon scattering becomes so intense that κL
saturates at its theoretical minimum [15]. Many interest-
ing and technologically relevant materials belong to this
class, e.g. ferroelectrics and thermoelectrics with ultra-
low κL [16]. In these cases, a general and efficient non-
perturbative approach that can accurately describe four-
phonon and higher-order interactions, is needed. The
“2n+ 1” theorem of DFPT [17] can be used to calculate
the 4th- and higher-order terms, but the computations
are cumbersome and require specialized codes which, to
the best of our knowledge, are not available for n > 1.

In this paper, we introduce an approach to building
lattice dynamical models which can treat compounds
with large, complex unit cells and strong anharmonic-
ity, including those with harmonically unstable phonon
modes. Our approach, compressive sensing lattice dy-
namics (CSLD), determines anharmonic force constants
from standard DFT total energy calculations. We utilize
compressive sensing (CS), a technique recently developed
in the field of information science for recovering sparse
solutions from incomplete data [18], to determine which
anharmonic terms are important and find their values si-
multaneously. A non-intuitive prescription based on CS
to generate DFT training data is given. We show that
CSLD is efficient, general and robust through a few pro-
totypical case studies.

The starting point is a Taylor expansion of the total
energy in powers of atomic displacements,

V = V0 + Φaua +
Φab

2
uaub +

Φabc

3!
uaubuc + · · · (1)

where ua ≡ ua,i is the displacement of atom a at a lat-
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tice site Ra in the Cartesian direction i, the 2nd-order
expansion coefficients Φab ≡ Φij(ab) = ∂2V/∂ua∂ub de-
termine the phonon dispersion in the harmonic approxi-
mation, and Φabc ≡ Φijk(abc) = ∂3V/∂ua∂ub∂uc, etc.,
are third- and higher-order anharmonic force constant
tensors (FCTs). The linear term with Φa is absent if the
reference lattice sites represent mechanical equilibrium,
and the Einstein summation convention over repeated in-
dices is used throughout the paper.

Systematic fitting or direct calculation of the higher-
order anharmonic terms in Eq. (1) is challenging due
to combinatorial explosion in the number of tensors
Φ(a1 · · · an) with increasing order n and maximum dis-
tance between the sites {a1, . . . , an}. Since it is not a pri-
ori obvious where to truncate this expansion, one needs
to rely on physical intuition, which can only be gained
on a case-by-case basis through time-consuming cycles of
model construction and cross-validation. As a result, an-
harmonic FCTs have been calculated only for relatively
simple crystals and weak anharmonicity [14, 19, 20].

We have recently shown that a similar problem in alloy
theory, the cluster expansion (CE) method for configura-
tional energetics [21, 22], can be solved efficiently and ac-
curately using compressive sensing [23, 24]. CS has revo-
lutionized information science by providing a mathemat-
ically rigorous recipe for reconstructing S-sparse models
(i.e., models with S nonzero coefficients out of a large
pool of possibles, N , when S � N) from a set of only
O(S) data points [25–27]. Given training data, CS au-
tomatically picks out the relevant expansion coefficients
and determines their values in one shot by applying a
mathematical technique which in essence is the Occam’s
razor for model choice. To see how this applies to lattice
dynamics, we write down the force-displacement relation-
ship for Eq. (1):

Fa = −Φa − Φabub − Φabcubuc/2− · · · . (2)

The forces can be obtained from first-principles calcula-
tions using any general-purpose DFT code for a set of L
atomic configurations in a supercell. This establishes a
linear problem F = AΦ for the unknown FCTs, where

A =

−1 −u1b − 1
2u

1
bu

1
c · · ·

· · ·
−1 −uLb − 1

2u
L
bu

L
c · · ·

 (3)

will be referred to as the sensing matrix. Its elements
are products of atomic displacements corresponding to
distinct terms in the force expansion Eq. (2); different
training configurations are labeled by superscript uib.
Each row corresponds to a calculated force component
on one of the atoms, and the total number of rows is
M = 3LNat, where Nat is the number of atoms in the
supercell. Columns corresponds to N FCT components,
which are arranged in a vector Φ. In practice, N can
far exceed M , which makes the linear problem Eq. (3)
underdetermined. A reasonable approach would be to

choose Φ so that it reproduces the training data F to a
given accuracy with the smallest number of nonzero FCT
components, i.e., by minimizing the so-called `0 norm of
the solution. Unfortunately, this is an intractable (“NP-
hard”) discrete optimization problem.

CS solves the underdetermined linear problem in
Eq. (3) by minimizing the `1 norm of the coefficients,
‖Φ‖1 ≡

∑
I |ΦI |, while requiring a certain level of accu-

racy for reproducing the data. The `1 norm serves as an
approximation to the `0 norm and results in a computa-
tionally tractable convex optimization problem. Mathe-
matically, the solution is found as

ΦCS = arg minΦ‖Φ‖1 +
µ

2
‖F− AΦ‖22

= arg minΦ

∑
I

|ΦI |+
µ

2

∑
ai

(Fai −Aai,JΦJ)
2
,(4)

where the second term is the usual sum-of-squares Eu-
clidian `2 norm of the fitting error for the training data
(in this case, DFT forces). The `1 term drives the model
towards solutions with a small number of nonzero ele-
ments, and the parameter µ is used to adjust the relative
weights of the `1 and `2 terms (see below). CSLD has
several advantages over other methods for building mod-
els of lattice dynamics: it does not require prior physical
intuition to pick out potentially relevant FCTs, the fit-
ting procedure is very robust with respect to both ran-
dom and systematic noise [26], and it gives an efficient
prescription for generating training data.

A full account of the technical details of our approach
will be given in a separate publication, and here we only
describe the key features. Higher values of µ will produce
a least-squares like fitting at the expense of denser FCTs
that are prone to over-fitting, while small µ will produce
very sparse under-fitted FCTs, degrading the quality of
the fit. The optimal µ value that produces a model with
the highest predictive accuracy lies in-between and can
be determined by monitoring the predictive error for a
leave-out subset of the training data not used in fitting
[23]. The predictive accuracy of the resulting model is
then validated on a third, distinct set of DFT data, which
we refer to as the “prediction set”. Space group sym-
metry and translational invariance conditions are used
to reduce the number of independent FCT elements [8];
the latter are also important for momentum conserva-
tion according to the Noether’s theorem. These linear
constraints are applied algebraically by constructing a
null-space matrix. For polar insulators, the long-range
Coulomb interactions can be treated separately by cal-
culating the Born effective charges and dielectric tensors.
The long-range contributions are then subtracted from F,
ensuring that the remaining FCTs are short-ranged [28].

A key ingredient of CSLD is the choice of atomic con-
figurations for the training and prediction sets. It is intu-
itively appealing to use snapshots from ab initio molec-
ular dynamics (AIMD) trajectories since they represent
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FIG. 1. Relative CSLD prediction error of force components
from AIMD snapshots at 300 K not involved in fitting. For
each system, a fitting of up to 6th order was performed, and
errors using FCTs up to nmax(= 2, . . . ) are shown. Higher
order expansions are used in tetrahedrite [30].

physically relevant low-energy configurations. However,
these configurations give rise to strong cross-correlations
between the columns of A (i.e., high mutual coherence of
the sensing matrix [29]), which decreases the efficiency of
CS due to the difficulty of separating correlated contri-
butions to F from different FCTs. One of the most pro-
found results of CS is that a near-optimal signal recovery
can be realized by using sensing matrices A with random
entries that are independent and identically distributed
(i.i.d.) [18]. In this case, the contributions from different
FCTs are uncorrelated and can be efficiently separated
using Eq. (4). For the discrete orthogonal basis in the
CS cluster expansion [23, 24], i.i.d. sensing matrices A
could be obtained by enumerating all ordered structures
up to a certain size and choosing those with correlations
that map most closely onto quasi-random vectors. This
strategy is difficult to adapt for CSLD since the Taylor
expansion employs non-orthogonal and unnormalized ba-
sis functions of a continuous variable, un. To solve this
conundrum, we combine the physical relevance of MD
trajectories with the mathematical efficiency of CS by
adding random displacements (∼ 0.1 Å) to each atom in
well-spaced MD snapshots. To guarantees that all the
terms in the `1 norm have the same unit of force, Eq. (2)
is scaled by Φ → Φun−10 and u → u/u0, where n is the
order of the FCT and u0 is a “maximum” displacement
chosen to be on the order of the amplitude of thermal
vibrations. This procedure was found to significantly de-
crease cross-correlations between the columns of A and
resulted in stable fits.

We begin by demonstrating the accuracy of our ap-
proach for two relatively simple cases, Si and NaCl.
DFT calculations were performed using the Perdew-
Becke-Ernzerhof (PBE) functional [31] and projector-
augmented wave (PAW) potentials [32] as implemented
in the VASP code [33]. An overview of the predictive ac-
curacy of CSLD is shown in Fig. 1. We included up to the
6-th order FCTs for a total of 712 (Si) and 1375 (NaCl)
symmetrically distinct elements. CS using Eq. (4) found

258 and 199 non-zero FCT elements, respectively. The
errors decrease when higher order FCT parameters are
considered. Anharmonic terms account for an increas-
ing amount of the improved accuracy in Si, NaCl and
tetrahedrite (to be discussed later), reflecting increasing
anharmonicity. Phonon dispersion curves (Supplemen-
tal Material) using the CSLD pair force constants are
in excellent agreement with experiment, validating our
method on the harmonic level. We then used first-order
PT [8, 9] to calculate phonon lifetimes of Si (Supplemen-
tal Material), which are in excellent agreement with other
first-principles PT based studies [14, 20]. Lattice thermal
conductivity κL of Si (Fig. 2a) was obtained with the
ShengBTE code [34] and found to be in good agreement
with experimental data [35], validating the numerical ac-
curacy of our third-order FCTs.

To test the performance of CSLD in calculating κL of
strongly anharmonic solids, a custom lattice molecular
dynamics (LMD) program was developed with Eq. (1) as
the potential. Multiple methods were implemented for
calculating κL, including the Green-Kubo linear response
formula [36, 37], reverse non-equilibrium MD (RNEMD)
[38] and homogenous non-equlibrium MD (HNEMD) pro-
posed by Evans [39]. While all methods yielded similar
results, we found after extensive testing that HNEMD
was the most efficient. In HNEMD, the equations of mo-
tion are modified so that the force on atom a is given
by

Fa = Fa −
∑
b

Fab (rab · Fe) +
1

N

∑
b,c

Fbc (rbc · Fe) , (5)

where Fa is the unmodified force calculated from Eq. (2)
and Fab is the force on atom a due to b [40]. The external
field Fe has the effect of driving higher energy (hotter)
particles with the field and lower energy (colder) particles
against the field, while a Gaussian thermostat is used to
remove the heat generated by Fe. Using linear response,
the average heat flux is given by

〈J(t)〉 = −βV
t∫

0

ds 〈J(t− s)⊗ J(0)〉 · Fe. (6)

As Fe → 0 and t → ∞, one recovers the Green-Kubo
formula [36, 37]. For cubic systems the external field can
be set to Fe = (0, 0, Fz), and we get

κL =
V

kBT 2

∞∫
0

dt 〈Jz(t)Jz(0)〉 = lim
Fz→0

−〈Jz(∞)〉
TFz

. (7)

The process then involves a series of simulations at vary-
ing external fields Fe and constant T , with a simple linear
extrapolation to zero field resulting in the true κL.

Simulations were performed for NaCl between 100 and
300 K, with system sizes ranging from 512 to 4096 atoms.
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FIG. 2. Temperature dependence of calculated κL (triangles)
for (a) Si from Boltzman transport equations using 3rd order
FCTs; (b) NaCl and (c) Cu12Sb4S13 by MD simulation using
up to 6th-order FCTs. The dashed line is an inverse power
fit of the calculation, and circles are experimental data from
Ref. 35, Refs. 41–43 and Ref. 44, respectively.

The lengths of the simulations ranged from 100 ps to 1 ns
and all used a timestep of 1 fs. At least four different val-
ues for Fz were taken at a given T . The results obtained
are shown for NaCl in Fig. 2(b). Very good agreement
is seen between the calculated and experimental values
across the entire temperature range tested.

Finally, CSLD is applied to study anharmonic phonon
dynamics and κL in Cu12Sb4S13, a parent compound for
the earth-abundant natural mineral tetrahedrite, which
was recently shown to be a high-performance thermoelec-
tric [44]. One of its key advantages is an exceptionally low
κL, experimentally found to be <∼ 1 W/(m K) in phase
and compositionally pure samples [44]. Furthermore, our
previous calculation found several harmonically unstable
phonon modes, pointing to very strong anharmonicity
[44]. Cu12Sb4S13 has a body-centered cubic (space group
I 4̄3m) structure with 29 atoms in the primitive cell, a
large number that complicates the computation of FCTs
using existing methods. For example, there are 188 dis-
tinct atomic pairs within a radius of a = 10.4 Å, 116
triplets within a/2, etc. Taking into account the 3n ele-
ments of each tensor, the number of unknown coefficients
is very large (55584 in our setting including up to 6th-
order terms). After symmetrization, this is reduced to

N = 3188, which still represents a formidable numerical
challenge.
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FIG. 3. Comparison of CSLD predictions with DFT data
for tetrahedrite: (a) force at 300 K, (b) relative energy per
formula unit of an unstable optical mode involving out-of-
plane displacements of trigonally coordinated copper atoms
(blue) bonded to sulfur (yellow sphere). DFT and CSLD are
shown as solid and dashed lines, respectively.

High order interactions were added [30] to ensure
highly accurate forces (see also Fig. 1). A large number of
non-zero FCT elements (2101) were obtained by CSLD.
Fig. 3a shows the overall accuracy of the model over a
prediction set from ab initio MD snapshots at 300 K.
The root-mean-square error of the predicted force com-
ponents is 0.02 eV/Å, or 4%. The phonon dispersion
calculated from the pair FCTs features unstable modes
and is in good agreement with our previous DFPT calcu-
lations (see Supplemental material) [44], again validating
CSLD at the harmonic level. Figure 3b shows the DFT
potential energy surface (solid line) along an unstable Γ
point mode involving displacement of trigonally coordi-
nated Cu atoms (inset). The double-well behavior points
to strong 4th-order anharmonicity. Our CSLD model
(dashed line) is able to reproduce the potential energy to
an absolute accuracy of 2 meV.

The HNEMD method was used to calculate κL of
Cu12Sb4S13, employing the same approach as described
for NaCl above. All simulations were done with a super-
cell of 464 atoms and a minimum of 4 separate external
fields at each temperature. The HNEMD results are com-
pared with the experimental κ from Lu et al. [44] with
electronic contributions subtracted in Fig. 2(c). Once
again, very good agreement is seen across the entire tem-
perature range tested. This example shows that CSLD
extends the accuracy of DFT to treat lattice dynamics
of compounds with large, complex unit cells and strong
anharmonic effects previously beyond the reach of non-
empirical studies.

In conclusion, CSLD is a powerful tool for highly an-
harmonic lattice dynamics in complex materials based
on the robust and mathematically rigorous framework
of compressive sensing and compressive sampling. The
main advantage of CSLD over the current methods is that
it is widely applicable, computationally efficient, system-
atically improvable and straight-forward to implement.
Importantly, it works with general-purpose DFT codes
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and can be used in an automated manner, with minimal
human intervention. This technical development is a big
step towards systematic, automated calculations of ther-
mal transport properties for a wide variety of crystalline
compounds, enabling computational design and discov-
ery of new high-performance materials. Beyond lattice
thermal conductivity, we expect CSLD to be useful in
a wide range applications where strong anharmonicity
plays a key role, such as ferroelectric phase transitions
and temperature induced structural phase transforma-
tions, including martensitic transformations.
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