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The generation of ultra-relativistic positron beams with short duration (τe+ ' 30 fs), small
divergence (θe+ ' 3 mrad), and high density (ne+ ' 1014 − 1015 cm−3) from a fully optical setup
is reported. The detected positron beam propagates with a high-density electron beam and γ-rays
of similar spectral shape and peak energy, thus closely resembling the structure of an astrophysical
leptonic jet. It is envisaged that this experimental evidence, besides the intrinsic relevance to laser-
driven particle acceleration, may open the pathway for the small-scale study of astrophysical leptonic
jets in the laboratory.

Relativistic positron beams are of paramount impor-
tance in experimental physics, due to their direct ap-
plication to a wide range of physical subjects, including
nuclear physics, particle physics, and laboratory astro-
physics. Arguably, the most practical way to generate
them is to exploit the electromagnetic cascade initiated
by the propagation of an ultra-relativistic electron beam
through a high-Z solid. This process is exploited to gen-
erate low-energy positrons in injector systems for con-
ventional accelerators such as the Electron-Positron Col-
lider (LEP) [1]. In this case, an ultra-relativistic elec-
tron beam (Ee− ≈ 200 MeV) was pre-accelerated by a
LINAC and then directed onto a tungsten target. The
resulting positron population was further accelerated by
a large-scale (R ≈ 27 km), synchrotron accelerator up
to 209 GeV. The large cost and size of these machines
have motivated the study of alternative particle acceler-
ator schemes. In particular, laser-plasma devices (over-
all size of a few tens of meters) can support accelerat-
ing fields of the order of 100s of GV/m, much higher
than typical MV/m in solid-state accelerators. Laser-
driven electron beams with energies per particle reach-
ing [2–5], and exceeding [6], 1 GeV have been experi-
mentally demonstrated and the production of electron
beams with energies approaching 100 GeV is envisaged
for the next generation of high-power lasers (1 - 10 PW)
[7]. Hybrid schemes have also been proposed and success-
fully tested in first proof-of-principle experiments [8, 9].
On the other hand, laser-driven low energy positrons
(Ee+ ≈ 1 − 5 MeV) have been first experimentally ob-
tained by C. Gahn and coworkers [10] and recently gener-
ated exploiting picosecond, kiloJoule class lasers [11–14].
Despite the intrinsic interest of these results, the low en-
ergy and broad divergence reported (Ee+ ≤ 20 MeV and
θe+ ≥ 350 mrad, respectively) still represent clear limi-
tations for future use in hybrid machines.

The possibility of generating high density and high

energy electron-positron beams is of central importance
also for astrophysics, due to their similarity to jets of
long gamma-ray bursts (GRBs) [15]. These structures
still present enigmatic features which are virtually im-
possible to address by simply relying on direct obser-
vations. A possible solution might be represented by
reproducing small scale electron-positron jets (required
bulk flow Lorentz factor of the order of 100 - 1000) in the
laboratory. Although GRB jets may have a weak large
scale magnetic field [16], the external shock is exclusively
mediated by self-generated micro-scale magnetic fields.
A purely electronic jet would present toroidal magnetic
fields whose strength and structure would be comparable
to the microscale fields that develop in response to the fil-
amentation instability [17] and modify the shock physics.
The presence of the highly mobile positrons would reduce
the overall magnetisation of the jet, simplifying the inter-
pretation of the experimental data and their comparison
with the astrophysical scenario.

Here we experimentally demonstrate the possibil-
ity of producing collimated and high-density ultra-
relativistic positron beams in a fully laser-driven config-
uration. Their low divergence and short duration (com-
parable to those of the incoming laser-driven electron
beam) suggest the possibility of applying this generation
scheme to current laser facilities towards the construc-
tion of a fully-optical generator of high-quality, ultra-
relativistic positron beams. Furthermore,the measured
high positron Lorentz factors (γe+ ' 200 − 300, com-
pared to γe+ ≤ 40 in [10–12]) of these beams are finally
comparable to those of astrophysical leptonic jets. This,
in conjunction with the low divergence, the inferred elec-
tron/positron balance, and co-propagation with intense
gamma-rays, finally opens up a realistic possibility of
studying the dynamics of such jets in the laboratory.

The experiment (shown schematically in Fig. 1.a) was
carried out using the HERCULES laser system at the
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Figure 1. a. Top-view of the experimental setup. The magnet is rotated by 90◦ for the sake of illustration. b. Typical
positron signal as recorded by the Image Plate for 4.2mm of Ta. The dark region on the upper part is predominantly exposed
by the γ-rays escaping the solid target. c. Typical signal of the electron beam as recorded on the LANEX screen, without a
solid target (see Fig. 1 of the supplementary material for a 10-shot series). The dashed white lines depict a Full Width Total
Maximum of 2.5 mrad (corresponding Full Width Half Maximum of 1.4 mrad). d. Extracted spectrum and relative best fit
(linear + Gaussian) used as an input for FLUKA simulations.

Center for Ultrafast Optical Science (CUOS) in the Uni-
versity of Michigan [18], which delivered a laser beam
with a central wavelength λL = 0.8 µm, energy EL = 0.8
J and duration τL = 30 fs. This laser beam was fo-
cussed, using an f/20 off-axis parabola, onto the edge of
a 3 mm wide supersonic He gas-jet, doped with 2.5% of
N2, with a backing pressure of 5.5 bar. Once fully ionised,
this corresponds to an electron density of 9× 1018 cm−3.
The focal spot size was measured to have a radius of 23
µm which contained 50% of the laser energy (peak inten-
sity of IL ≈ 6 × 1018 W/cm2). Laser power and gas-jet
pressure were chosen in order to stay slightly above the
threshold for ionisation injection [19]. This interaction
delivered a reproducible electron beam with a divergence
at Full Width Half Maximum of approximately 1.4 mrad
(corresponding to a Full Width Total Maximum of 2.5
mrad, see Figs. 1.b, 1.c, and Fig.1 of the supplementary
material). Its spectrum was measured, prior to any shot
with a high-Z solid target, by a magnetic spectrometer
consisting of a 0.8 T, 15 cm long pair of magnets and
a LANEX screen. The arrangement of the spectrome-
ter did not allow us to resolve electron energies below
80 MeV. Typical spectra, obtained using the calibration
curves reported in [20], indicated the charge carried by
electrons with energy exceeding 80 MeV to be of the order
of 50 pC (3× 108 electrons). Electron bunches obtained
in similar conditions have been shown to have a length
comparable to a plasma wavelength (λpe = 2πc/ωpe ≈ 10
µm) implying a typical temporal duration comparable to
that of the laser pulse [21].The laser-accelerated electron
beam interacted with mm-size high-Z solid targets of dif-
ferent materials (Cu, Sn, Ta, Pb) and thicknesses (from
1.4 to 6.4 mm). The same magnetic spectrometer was
used to separate the electrons from the positrons which
were then recorded onto an Image Plate (IP). In order to
minimize the effect of the shot-to-shot fluctuation of the

electron beam, each IP was exposed to ten consecutive
shots (see Fig.1.b for the signal on the IP for 4.2mm of
Ta). Due to the small difference in positron and elec-
tron stopping power (below 2% [22]), the signal recorded
was absolutely calibrated by using the calibration curves
reported in [23]. Plastic and Teflon shielding were in-
serted to reduce the noise on the IP induced by both the
low-energy electrons and gamma-rays generated, at wide
angles, during the laser-gas and electron-solid target in-
teractions (see Fig. 1.a).

In these experimental conditions, the positrons inside
the high-Z target are mainly generated via either direct
electroproduction (trident process), in which pair pro-
duction is mediated by a virtual photon in the electron
field [24], or via a two-step “cascade” process where the
electron first emits a real photon (bremsstrahlung) [25],
which then produces an electron/positron pair via the
Bethe-Heitler process [26]. Keeping the parameters of
the electron beam constant, the positron yield Ne+ is
expected to scale as: Ne+ ∝ (Z2nd)j , where n is the
number of atoms per unit volume in the material, d is
the thickness of the solid target, and j = 1 for the tri-
dent process and j = 2 for the two-step cascade pro-
cess (we neglect here Coulomb corrections, which depend
on Zα, with α ≈ 1/137 being the fine-structure con-
stant). Neglecting the difference between the proton and
the neutron mass, the mass density of the solid target is
ρ ≈ Ampn, with A and mp being the atomic number and
the proton mass, respectively. If we maintain the areal
mass density (σ = ρd) constant, we can then express
the scaling as Np ∝ (Z2/A)j . We have thus performed
a series of shots for different materials (Cu, Sn, Ta, Pb)
adjusting the target thickness so that the areal mass den-
sity was kept constant for each material (σ ≈ 4.7 g/cm2,
see first four rows in Table I). All the measured positron
spectra presented a monotonically decreasing profile with
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Figure 2. Experimental (solid lines) and simulated (dashed
lines) positron spectra for (a) 5.3 mm of Cu, (b) 6.4 mm of
Sn, (c) 2.8 mm of Ta and (d) 4.1 mm of Pb. Each experi-
mental spectrum results from an average over ten consecutive
shots.

approximately 103 positrons/MeV (solid lines in Fig. 2).
In all cases, numerical simulations performed with the
nuclear physics Monte-Carlo code FLUKA, which ac-
counts for electromagnetic cascades during the passage
of an electron beam through a solid target [28], are able
to reproduce the experimental data well (dashed lines
in Fig. 2). As an input for the simulation 106 elec-
trons with a spectral shape as the one depicted in Fig.
1.c were used. An average over five identical runs was
performed for each material, in order to minimize any
stochastic error arising from the random seed generator
of the code. As theoretically predicted, the positron yield
increases for materials with higher atomic number. This
trend is quantitatively confirmed by integrating the ex-
perimental spectra in the range 90 < Ee+(MeV)< 120
(see Table I and Fig. 3). Within this energy range, a
maximum positron number of (2.30 ± 0.28) × 105 is ob-
tained for the material with the highest Z (Pb). Fitting
the data keeping j as a free parameter, we obtain a best
fit for j = 2.1 ± 0.1 confirming the dominance of the
cascade process with respect to the trident one (see Fig.
3.b). The positron yield over the entire positron spec-
trum, as extracted from matching FLUKA simulations
(NT in Table I), is seen to follow a similar trend. A
further indication as to what process dominates is given
by the dependence of the positron yield upon the target
thickness (Ne+ ∝ d for the trident and Ne+ ∝ d2 for
the two-step process). A series of shots was thus taken
varying the thickness of the solid target d for Ta and
Pb (second four rows in Table I and Fig. 3.a). As ex-
pected, the positron yield scales with d2 in both cases.
In order to support this statement theoretically we com-
pare, for each material, the radiation length Lrad with
the range of target thicknesses d used in the experiment.
The two-step process is expected to dominate the tri-
dent one if d/Lrad & 10−2 [24]. For an order-of magni-

tude estimate of Lrad, we can assume here to be in the
total-screening regime which, for an electron with energy
ε emitting a photon with energy ~ω, occurs if the pa-
rameter S ≡ αZ1/3ε(ε − ~ω)/

(
~ωmc2

)
is much larger

than unity (a Thomas-Fermi model of the atom is as-
sumed [27]). Estimating ε ∼ ~ω ∼ 100 MeV, we have
S & 4 in the worst case of Cu, which is sufficiently large
for the present estimate. In this regime, and by includ-
ing Coulomb corrections, the radiation length is approxi-
mately given by [27]: Lrad ≈ 1/[4α(Zα)2nλ2CL0], where
n is the number of atoms per unit volume, λC = ~/mc =
3.9 × 10−11 cm is the Compton wavelength, and L0 =
log(183Z−1/3)−f(Zα), with f(x) =

∑∞
`=1 x

2/`(`2 +x2).
It is thus obtained: Lrad(Cu) = 15 mm, Lrad(Sn) =
12 mm, Lrad(Ta) = 4.1 mm and Lrad(Pb) = 5.6 mm.
The material thicknesses are thus always such that the
inequality d/Lrad & 10−2 is fulfilled, in agreement with
the experimental indication of the predominance of a two-
step process for the electromagnetic cascade. Moreover,
in all the considered cases, except one where d = 4.2 mm
for Ta, it is d < Lrad, which implies that the contribution
of higher-order cascade processes can generally be ne-
glected for an order-of-magnitude estimate. This is also
corroborated by the observed angular divergence θe+ of
the positron beams inferred from the vertical thickness of
the positron trace on the IP detector (see third column
in Table I). In fact, according to QED [27], in our exper-
imental conditions, θe+ is expected to be of the order of
1/γe− , with γe− ≈ 300 being the relativistic factor of the
incoming electron beam.

Due to the divergence of the positron beam, its max-
imum density is located at the close vicinity of the rear
side of the solid target. Here, the positron beam has a
transverse diameter of the order of 150 µm and, by as-
suming that the positron beam will retain the temporal
duration of the initial electron beam (τe− ≤ 30 fs, [21]), a

Mat. d(mm) θe+(mrad) Nexp ×105 Nsim ×105 NT × 105

Cu 5.3 2.3± 0.2 0.3± 0.1 0.3 31
Sn 6.4 2.7± 0.3 0.6± 0.1 0.6 63
Ta 2.8 2.7± 0.3 2.1± 0.3 2.1 190
Pb 4.2 3.5± 0.4 2.3± 0.3 2.3 240
Ta 1.4 2.3± 0.2 0.8± 0.2 0.8 78
Ta 4.2 2.7± 0.3 3.8± 0.3 3.9 350
Pb 2.2 3.0± 0.3 0.7± 0.2 0.7 60
Pb 2.8 3.3± 0.3 1.1± 0.3 1.1 122

Table I. The first four rows illustrate the results from tar-
gets with same areal density. The positron yield Nexp and
Nsim refer to the energy window 90 < Ee+(MeV)< 120 as
obtained from the experiment and FLUKA simulation, re-
spectively. NT refers instead to the total yield of positrons
with Ee+ > 1MeV, as extracted from matching numerical
simulations. For each material, the positron divergence refers
to the higher section of the positron spectrum (see Fig.1 of
the supplementary material).



4

longitudinal length of the order of cτe− . 10 µm. In the
case of maximum yield (4.2 mm Ta, see Table I) the den-
sity of positrons with an energy between 90 and 120 MeV
is of the order of 2.3 × 1012 cm−3. FLUKA simulations
indicate that this energy window contains approximately
1% of the total positron yield. For 4.2 mm of Ta, this
means that the total amount of positrons with energy
Ee+ > 1 MeV will be of the order of 3.5×107, indicating
an overall positron density of about 2× 1014 cm−3. The
overall positron beam intensity can thus be estimated
to be of the order of 1019 erg s−1cm−2. FLUKA sim-
ulations show that such a positron beam co-propagates
with an electron beam with an average density of about
ne− ≈ 2 × 1015 cm−3. The positron contribution on the
leptonic beam will therefore be of the order of 10% with
a null component of positive ions.

We compare now our experimental results with the
electron-positron astrophysical jets. Even though a de-
bate is still open as to whether these jets are predom-
inantly constituted by an electron-proton plasma or by
electron-positron pairs, an element in favor to the latter
is the power-law continuum spectra of the gamma-ray
bursts associated with these structures [29]. Despite the
different generation mechanism (pair production from
gamma-gamma instead of gamma-nucleus collisions),
their composition would be similar to the jets reported
here, also thanks to their co-propagation with a high-
density gamma-ray beam of similar size and duration
(FLUKA simulations indicate a gamma-ray brilliance of
the order of 1019 − 1020 ph/s/mm2/mrad2/0.1%BW).
For our experimental parameters, the excess of electrons
in the beam implies a net current density of the or-
der of Je ≈ −(n−e − n+e )ec ≈ −1011 A/m2 (assuming
ne ≈ 2 × 1015 cm−3) inducing an azimuthal magnetic
field of the order of |Bφ| ≈ 30 T. However, FLUKA sim-
ulations indicate that, by varying the electron beam char-
acteristics and target thickness, it is possible to signifi-
cantly modify this percentage. For instance, the inter-
action of a 1 nC, GeV-like electron beam with a thicker
tantalum target (d ≈ 2 cm) is expected to generate a
high-density, purely neutral electron-positron jet with a
leptonic density of 1016 − 1017 cm−3. In this case, the
toroidal magnetic fields would be virtually zero, allowing
one to unveil the microphysics induced by the presence
of small-scale magnetic fields generated by filamentation
instability [17]. The high leptonic density would in fact
allow for the laboratory study of the propagation of as-
trophysical jets in the interstellar medium.

The proposed mechanism for the generation of ultra-
relativistic positron beams, applied to the near-term de-
velopments in laser technology, might also be relevant
to the construction of all-optical electron-positron collid-
ers. FLUKA simulations of the interaction of a pencil-
like monoenergetic electron beam (Ee− = 100 GeV, over-
all charge of 1 nC, see [7]) with a 2 cm thick Ta target
indicate the production of a positron beam with an ex-
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Figure 3. (a) Measured positron yield, in the energy range
90 < Ee+(MeV)< 120, for Ta (blue full circles) and Pb (red
empty circles) for different target thicknesses. Lines give the
best quadratic fits. (b) Measured positron yield, in the en-
ergy range 90 < Ee+(MeV)< 120, for different materials but
constant areal density as a function of Z2/A. The dashed
line represents the best quadratic fit. In both graphs, the
values result from an average over 10 consecutive shots and
the error bars account for the shot-to-shot fluctuation of the
primary electron beam (≤ 10% in overall charge, see Fig.1 of
the supplementary material.)

ponentially decreasing energy spectrum (maximum en-
ergy of Ee+ = 80 GeV, with approximately 106 positrons
with energy between 70 and 80 GeV), a divergence of
the order of θe+ ≈ 10 µrad and an overall charge com-
parable to that of the incoming electron beam. Plasma
wakefield accelerators can also be subsequently employed
to increase the positron energy in a metre-scale device,
[8]. The low-divergence achievable with our generation
mechanism would prove fundamental for efficient injec-
tion of the positrons into such devices. The normalized
emittance of such a positron beam can be estimated as
εn ≈ γe+ζe+θe+ , where γe+ , ζe+ , and θe+ are the typical
values of the Lorentz factor, of the transversal size, and
of the divergence of the positron beam itself. The ex-
perimentally measured divergence of the positron beam
and corresponding simulations with FLUKA (see Fig.2
of the supplementary material) indicate that the prod-
uct γe+θe+ is of the order of 1 rad independently of
the positron energy. Thus, it results that εn ∼ ζe+ rad
≈ 30π mm mrad, in the conservative case of a 100 mi-
cron source transversal size. This is comparable to the
positron emittance measured after the injection stage of
LEP (εLEP ≈ 60π mm mrad [30]). It must also be
noted that the positron beam would be inherently syn-
chronised with the laser, allowing for the possibility of
both electron-laser and positron-laser interactions. Di-
rect comparison between these two experimental scenar-
ios might allow for the testing of possible matter/anti-
matter asymmetries in a highly non-linear regime.
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