aps CHCRUS

physics

This is the accepted manuscript made available via CHORUS. The article has been
published as:

Causal Entropic Forces
A. D. Wissner-Gross and C. E. Freer

Phys. Rev. Lett. 110, 168702 — Published 19 April 2013
DOI: 10.1103/PhysRevLett.110.168702


http://dx.doi.org/10.1103/PhysRevLett.110.168702

Causal Entropic Forces

A. D. Wissner-Gross2f| and C. E. Freér

Ynstitute for Applied Computational Science, Harvard Wmsity, Cambridge, Massachusetts 02138, USA
2The Media Laboratory, Massachusetts Institute of Tectgyl@ambridge, Massachusetts 02139, USA
3Department of Mathematics, University of Hawaii at Manoanidlulu, Hawaii 96822, USH

Recent advances in fields ranging from cosmology to compaience have hinted at a possible deep con-
nection between intelligence and entropy maximization,nouformal physical relationship between them has
yet been established. Here, we explicitly propose a firgt&teard such a relationship in the form of a causal
generalization of entropic forces that we find can cause ®fimithg behaviors of the human “cognitive niche”
— tool use and social cooperation — to spontaneously emergjeple physical systems. Our results suggest a
potentially general thermodynamic model of adaptive baltaas a non-equilibrium process in open systems.

PACS numbers: 05.70.-a, 05.65, 45.10.Db, 45.40.Ln, 45.86x, 05.10.Ln, 05.40.-a, 07.05.Mh

Recent advances in fields ranging from cosmology to compaths through configuration space rather than just over the
puter science have hinted at a possible deep connection beenfiguration space itself. In particular, we can promote mi
tween intelligence and entropy maximization. In cosmojogycrostates from instantaneous configurations to fixed-gurat
the causal entropic principle for anthropic selection heesdu  paths through configuration space while still partitionsugh
the maximization of entropy production in causally conedct microstates into macrostates according to the initial deor
space-time regions as a thermodynamic proxy for inteligennate of each path. More formally, for any open thermody-
observer concentrations in the prediction of cosmologieal namic system, we can treat the phase-space paths taken by the
rametersf[ll]. In geoscience, entropy production maxinmopat systemx(t) over the time interval & t < r as microstates and
has been proposed as a unifying principle for non-equiliiori  partition them into macrostat¢X} according to the equiva-
processes underlying planetary development and the emdence relatiorx(t) ~ x’(t) iff x(0) = x’(0), thereby identifying
gence of life [[__12E|4] In computer science, maximum entropyevery macrostatX with a unique present system stai@),
methods have been used for inference in situations with dyas schematically illustrated in Fig] 1(a). We can then define
namically revealed informatiorﬂ[S], and strategy algarith  the causal path entro; of a macrostat with associated
have even started to beat human opponents for the first time ptesent system stak€0) as the path integral
historically challenging high look-ahead depth and bramgh
factor games like Go by maximizing accessible future game g (x ) = _ka Prx(t)x(0)) In Prix(t)|x(0)) Dx(1), (2)
states|[6]. However, despite these insights, no formaliphy/s x(t)

relationship between intelligence and entropy maximdzati . .
has yet been established. In this Letter, we explicitly psep where Prk(t)[x(0)) denotes the conditional probability of the

a first step toward such a relationship in the form of a causa}yStem evolvin.g through the palt) assuming the initial sys-
tem statex(0), integrating over all possible patlk(t) taken

generalization of entropic forces that we show can spontat-) h ) . durina th : I
neously induce remarkably sophisticated behaviors aastsati y the open system's environment during the same interval:

with the human “cognitive niche,” including tool use and so-

cial cooperation, in simple physical systems. Our resuits s Prx(t)x(0)) = f Prix(t), x"(OIx(0) Ox*(1).  (3)
gest a potentially general thermodynamic model of adaptive x®
behavior as a non-equilibrium process in open systems. Our proposed causal path entropy meadure (2) can be seen

A non-equilibrium physical system’s bias towards maxi- 55 3 special form of path information entropy — a more gen-
mum instantaneous entropy productioh [3] is reflected by itssral measure that was originally proposed in the context of
evolution toward higher-entropy macroscopic states [Bhoa stationary states and the fluctuation theorem [9] — in which
cess characterized by the formalism of entropic forCeslf8]. macrostate variables are restricted to the initial statgmath
the canonical ensemble, the entropic foFcassociated with  microstates (hence, each path microstate can be seen as a
a macrostate partitiortX}, is given by “causal” consequence of the macrostate to which it belongs)

FXg) =T VXS(X)|XO, ) In contrast, path information (_anFropy by definition imposes
such causal macrostate restriction and allows temporalty-d

whereT is the reservoir temperatur8(X) is the entropy as- calized macrostate variables such as time-averaged tjganti
sociated with macrostad€, andX is the present macrostate. over paths@O]. By restricting the macrostate variableéo

Inspired by recent developmerElslﬂl—G] to naturally generalpresenti = 0) state of the microscopic degrees of freedom, a
ize such biases so that they uniformly maximize entropy procausal entropy gradient force can always be defined that can
duction between the present and a future time horizon, rathéde treated as a real microscopic force that acts directly on
than just greedily maximizing instantaneous entropy peadu those degrees of freedom and that can prescribe well-defined
tion, we can also contemplate generalized entropic forees 0 flows in system state space. Again, in contrast, gradients of



() whereh;(x(t)) collects any deterministic state-dependent in-
ternal system forces arfgi(t) is a piecewise-constant random
Gaussian force with med(ij(t)) = 0 and correlation function
(FOF (1)) = MikaTe6}jSiy/esiv/er/ €
Under these assumptions, the components of the causal en-
F(X, 1) tropic force [4) at macrosta¥, with associated initial system

*©) state €(0), p(0)) can be expressed as
FIG. 1. Schematic depiction of a causal entropic force. (apisal 0Sc(X, 1)
macrostateX with horizon timer, consisting of path microstates Fi(Xo,7) = TCW Y (5)
J =Xo

x(t) that share a common initial system sta{@), in an open ther-

modynamic system with initial environment stat®0). (b) Path  fqr the positions of the forced degrees of freedom. Sincespat
Im'cros.tates belonging to a causal macroskten which (for il- =, 5 11 outside the allowed phase space region have ptebabi
ustrative purposes) there is an environmentally imposeduded i ® A Pr(DIX(0))/3a.(0) da () = O brinaing th
path-space volume that breaks translational symmetnyltiegina 'Y Z.ero,fm >r(x()1x(0))/90;(0) dg;(0) = O, so bringing the
causal entropic forcE directed away from the excluded volume.  Partial derivative from((p) inside the path integrallih (2gs

Fi(Xo,7) = —kgT¢ %28()(0)) In Prx(t)[x(0)) Dx(t).
path information entropy can only generically be interpdet 0 : (6)
as phenomenological forces that describe a system’s macr&ince the system is deterministic within each periad (n +
scopic dynamics. The generic limitation of path informatio 1)), we can express any nonzero conditional path probability
entropy to serving as a macroscopic description, rather thaPr(x(t)|x(0)) as the first-order Markov chain
a microscopic physical prescription, for dynamics was dote
recently [11].

A path-based causal entropic foréeorresponding td {2),
as schematically illustrated in Figld 1(b), may then be ex-

N-1
Prx(®)Ix(0)) = [l_[ PF(X(tn+1)|X(tn))] Prx(e)ix(0)).  (7)
n=1

pressed as wheret, = ne andN = 7/¢, and therefore
F(Xo, 1) = To TxSelX, @ Prxtix(©) _ ﬁ Pty | PTEEXO) o
whereT, is a causal path temperature that parameterizes the ~ 4q;(0) b1 A 0q9;(0) -

system’s bias toward macrostates that maximize causal en-
tropy. Alternatively, T, can be interpreted as parameterizing Choosinge to be much faster than local position-dependent
the rate at which paths in a hypothetical dynamical ensemie < (2mj|Vq)h;j(x(0)))*?) and momentum-dependent
ble of all possible fixed-duration paths transition into leac (e < |Vp)hj(x(0))I™Y) variation in internal system forces, the
other, in analogy to the transitions between configurationapositiongj(e) is given by
microstates of an ideal chain responsible for its entrolais-e

ticity. Note that the force[{4) is completely determined by gj(e) = q;(0) + pi(o)f +
only two free parameter3, andr, and vanishes in three de- 2m,

generate limits: (i) in systems with translationally synirice
o (i . . : . It follows from (9) thatg;(e) — (gj(e)) = f;(0)e?/(2m;) and
dynamics; (ii) asr — 0; and (iii) if the system and its envi <q]2(€)> ~(Q)(e))? = keTre2/(am;), and since the distribution

ronment are deterministic. P ONis G SR theref i
For concreteness, we will now explore thigeet of selec- rix(e)Ix(0)) is Gaussian imj(e), we can therefore write

tively applying causal entropic forcing to the positionsok _

or more degrees of freedom of a classical mechanical system. 6Pr((;((§fs()cl)>;(0)) = _6Prg<(§§()|€>;(0)) = Zkz_(l_o)Pr(x(e)lx(O)).
Working with a bounded allowed region in unbounded classi- ! ! ' (10)
cal phase space to break translational symmetry, we will deFinaIIy, substituting[{0) intd{8), anfl(8) intdl (6), we fitiat
note system paths through position-momentum phase space

asx(t) = (q(t), p(t)) and denote the forced degrees of freedom 2T¢

by {j}, with effective masses;. As a simple means for intro- Fi(Xo,7) = T, fx(t) f(0) Prix(Dix(0)) In Prix(®)ix(0)) Dx(1).
ducing nondeterminism, let us choose the environrméft} (12)

to be a heat reservoir at temperatlir¢hat is coupled only to  Qualitatively, the &ect of [I1) can be seen as driving
the system'’s forced degrees of freedom, and that peridgical the forced degrees of freedonj)(with a temperature-
with timescalee rethermalizes those degrees of freedom viadependent strengthT{/T,) in an average of short-term
nonlinear Langevin dynamics with temporally discretizeld a directions §;(0)) weighted by the diversity of long-term
ditive thermal noise and friction terms. Specifically, Istas-  paths EPrx(t)[x(0)) InPr(t)|x(0))) that they make reach-
sume the overall energetic force on the forced degrees®f fre able, where path diversity is measured over all degreesef fr
dom to begj(x(t),t) = —pj(Lt/ele)/e + fj(Lt/ele) + hj(x(t)),  dom of the system, and not just the forced ones.

f;(0) +h;(0) ,
€.
ij

9)
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FIG. 2. lllustrative examples of causal entropic forcing) A par- @ —
ticle in a box is forced toward the center of its box. (b) A cantl Q o Qi
pole system in which only the cart is forced successfullyngsiup
and stabilizes an initially downward-hanging pole. (Sse &upple-
mental Movies 1 and 2 [13], respectively.)

FIG. 3. Hfect of causal entropic forcing on a tool use puzzle. (a)
Disc | is too large to fit into a tube containing Disc IIl, whaseDisc

To better understand this classical-thermal fofm] (11) ofll is small enough. (b) Disc I collides with Disc II. (c) Disténters
causal entropic forcing, we simulated it§ext [12,/18] on  the tube and collides with Disc 1. (d) Disc Il has been semsfully
the evolution of the causal macrostates of a variety of simpl '€leased from its initially fixed position in the tube, and@w free

. o A .. for direct manipulation by Disc I. (See also Supplementavid3

mechanical systems: (i) a particle in a box, (ii) a cart anlé po 1)
system, (iii) a tool use puzzle, and (iv) a social cooperatio
puzzle. The first two systems were selected for illustrative
purposes. The latter two systems were selected because they
isolate major behavioral capabilities associated withtthe  pole to any other angle, hence maximizing the diversity of
man “cognitive niche’[[14]. The widely-cited cognitive hie causally accessible paths. Similarly, while allowing tlodep
theory proposes that the unique combination of “cognitive’to circle around erratically instead of remaining upriglight
adaptive behavioral traits that are hyperdeveloped in msma make diverse pole angles causally accessible, it would limi
with respect to other animals have evolved in order to facili the diversity of causally accessible pole angular momem¢a d
tate competitive adaptation on faster time scales tharralatu to its directional bias. This result advances beyond previo
evolution E’}S]. evidence that instantaneous noise can help to stabilize-an i

As a first example of causal entropic forcing applied toverted pendulun{ﬂﬁO} byfiectively showing how poten-
a mechanical system, we considered a particle in a twatial future noise can not only stabilize an inverted pendulu
dimensional box [13]. We found that applying forcing to both but can also swing it up from a downward hanging position.
of the particle’s momentum degrees of freedom had ffexcte As a third example, we considered a tool use puﬂb [13]
of pushing the particle toward the center of the box, as showbased on previous experiments designed to isolate tool use
in Fig.[2(a) and Supplemental Movie13]. Heuristically, a abilities in non-human animals such as chimpans [21] and
the overall farthest position from boundaries, the cemimal  crows ], in which inanimate objects are used as tools to ma
sition maximized the diversity of causal paths accessilgle bnipulate other objects in confined spaces that are not tirect
Brownian motion within the box. In contrast, if the particle accessible. We modeled an animal as a disc (Disc |) undergo-
had merely dfused from its given initial state, while its ex- ing causal entropic forcing, a potential tool as a smallscdi
pectation position would relax towards the center of the, box(Disc Il) outside of a tube too narrow for Disc | to enter, and
its maximum likelihood position would remain stationary.  an object of interest as a second smaller disc (Disc Ill}-rest

As a second example, we considered a cart and pole (or inng inside the tube, as shown in Fid. 3(a) and Supplemental
verted pendulum) syster [13]. The upright stabilizatiomof Movie 3 [13]. We found that Disc I spontaneously collided
pole by a mobile cart serves as a standard model for bipedalith Disc Il (Fig.[3(b)), so as to cause Disc Il to then collide
locomotion [16] 177], an important feature of the evolutigna with Disc 11l inside the tube (Figl3(c)), successfully rating
divergence of hominids from ap15] that may have been rebisc Il from its initially fixed position and making its deges
sponsible for freeing up prehensile hands for tool [vg. of freedom accessible for direct manipulation and even & sor
found that causal entropic forcing of the cart resulted i th of “play” by Disc | (Fig.[3(d)).
successful swing-up and upright stabilization of an iflitia As a fourth example, we considered a social cooperation
downward-hanging pole, as shown in Hig. 2(b) and Supplepuzzle EB] based on previous experiments designed to iso-
mental Movie 2|L_1|3]. During upright stabilization, the atgu  late social cooperation abilities in non-human animalfasc
variation of the pole was reminiscent of the correlated cmnd chimpanzees [23], rookﬂ%], and elepha [25], in which
walks observed in human postural sw@ [18]. Heuristically,a pair of animals cooperate to perform synchronized pulling
again, swinging up and stabilizing the pole made it more enen both ends of a rope or string in order to retrieve an object
ergetically favorable for the cart to subsequently swing th from an inaccessible region. We modeled a pair of animals as
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() () or all of the systems’ degrees of freedom so as to maximize
the overall diversity of accessible future paths of theirld®
‘ (causal entropic forcing). In particular, physical agedrigen
O by causal entropic forces might be viewed from a Darwinian
o 1 ,
1 O

perspective as competing to consume future historiesapist
biological replicators compete to consume instantaneas m
terial resourceﬂG]. In practice, such agents might egém

(©) (d) causal entropic forces through internal Monte Carlo samgpli
of future historieleC%] generated from learned models eirth
world. Such behavior would then ensure their uniform ap-
titude for adaptiveness to future change due to interastion
with the environment, conferring a potential survival aglva

_ _ _ ~ tage, to the extent permitted by their strength (parameéri
FIG. 4. Hfect of causal entropic forcing on a social cooperationpy g causal path temperatuiie) and their ability to anticipate
puzzle. (@) Initial configuration. (b) Discs | and Il spordansly the future (parameterized by a causal time horizgnCon-

synchronize their positions and push down in tandem on Hatigs . . . g .
handles. (c) Disc Ill has been successfully pulled to anszibe po- sistent with this model, non-trivial behaviors were found t

sition for direct manipulation. (d) Discs | and Il directlyamipulate ~ &riS€ in all four example systems when: (i) the characterist
Disc IlI. (See also Supplemental Movie[4[13].) energy of the forcingks T;) was larger than the characteristic
energy of the system’s internal dynamics (e.g., for theanadit

pole example, the energy required to lift a downward-hamgin
pole); and (ii) the causal horizanwas longer than the char-
two discs (Discs | and Il) undergoing independent causal enacteristic time scale of the system’s internal dynamicg.(e.
tropic forcing and residing in separate compartments, kvhic for the cart and pole example, the time the pole would need to
they initially shared with a pair of lightweight “handle”stis  swing through a semicircle due to gravity).
that were connected by a string, as shown in Elg. 4(a) and
Supplemental Movie 4|__Li3]. The string was wound around These results have broad physical relevance. In condensed
a horizontal bar free to move vertically and supporting a tar matter physics, our results suggest a novel means for drivin
get object (Disc Ill), which could move horizontally on itéin  physical systems toward self-organized critica [2A]par-
which was initially inaccessible to Discs | and Il. Disc mess ticle theory, they suggest a natural generalization ofogitr
and drag forces were chosen such that synchronized pullingravity [8]. In econophysics, they suggest a novel physical
on both ends of the string resulted in a much larger downwardefinition for wealth based on causal entrdﬂ @ 29]. Incos
force on Disc Ill than asynchronous or single-sided pulling mology, they suggest a path entropy-based refinement to cur-
Moreover, the initial positions of Discs | and Il were set@sy  rent horizon entropy-based anthropic selection prinsifat
metrically such that coordinated timing of the onset of pugh ~ might better cope with black hole horizons [1]. Finally, in
down on handle discs was required in order for the string nobiophysics, they suggest new physical measures for thesbeha
to be pulled away from either Disc | or Il. We found that inde- ioral adaptiveness and sophistication of systems rangamg f
pendent causal entropic forcing of Discs | and Il caused thembiomolecular configurations to planetary ecosysté]rﬁ [2, 3]
to first spontaneously align their positions and push down in
tandem on both handles of the string, as shown in[Big. 4(b). In conclusion, we have explicitly proposed a novel physi-
As a result, Disc 1l was successfully pulled toward the com-cal connection between adaptive behavior and entropy maxi-
partments containing Discs | and Il, as shown in Elg. 4(¢), al mization, based on a causal generalization of entropierc
lowing Discs | and |l to directly manipulate Disc Ill, as show We have examined in detail th&ect of such causal entropic
in Fig.[4(d). Heuristically, by cooperating to pull Disc Ifito  forces for the general case of a classical mechanical system
their compartments and thereby making it accessible fectir partially connected to a heat reservoir, and for the specific
manipulation through collisions, Discs | and Il maximizéét cases of a variety of simple example systems. We found that
diversity of accessible causal paths. some of these systems exhibited sophisticated spontaneous
To the best of our knowledge, these tool use puzzle antiehaviors associated with the human “cognitive niche,” in-
social cooperation puzzle results represent the first ssece cluding tool use and social cooperation, suggesting a poten
ful completion of such standard animal cognition tests gisin tially general thermodynamic model of adaptive behavia as
only a simple physical process. The remarkable spontaneou®n-equilibrium process in open systems.
emergence of these sophisticated behaviors from such a sim-
ple physical process suggests that causal entropic foricgg m  We thank E. Kaxiras, J. Gore, J. A. Barandes, M. Tegmark,
be used as the basis for a general — and potentially universalE. S. Boyden, T. Hylton, L. Lerman, J. M. Smart,
thermodynamic model for adaptive behavior. Namely, adapZ. D. Wissner-Gross, and T. M. Sullivan for helpful discus-
tive behavior might emerge more generally in open thermodysions. C.E.F. was partially supported by NSF Grant No.
namic systems as a result of physical agents acting with son@MS-0901020.
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