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Microrheological studies of phospholipid monolayers, bilayers, and other Langmuir monolayer sys-
tems are traditionally performed by observing the thermal fluctuations of tracers attached to the
membrane or interface. Measurements of this type obtain surface moduli that are orders of magni-
tude different than those obtained using macroscopic or active techniques. These large discrepancies
can result from uncertainties in the tracer’s coupling to the monolayer or the local disruption of
the monolayer by the tracer. To avoid such problems, we perform a microrheological experiment
with the tracer particle placed at a known depth beneath the monolayer; this avoids the issues
mentioned at the cost of generating a weaker, purely hydrodynamic, coupling between the tracer
and the monolayer. We calculate the appropriate response functions for this submerged particle
microrheology and demonstrate the technique on three model monolayer systems.

PACS numbers: 68.18.-g,87.16.dm,47.55.N-,83.85.Cg

Langmuir monolayers, formed by surfactants at an air-
water interface, have long served as a testing ground for
exploring broken symmetry phases in low dimensional
systems [1, 2]. They also serve as a model for biological
membranes: a lipid monolayer in a Langmuir trough al-
lows for precise chemical control and experimental access
to a mimic of one leaflet of a cell membrane [3–6]. In
both cases, rheological probes can provide essential data
on the low energy excitations of such complex phases and
their moduli, as well as measurements of relevance to
biomechanics at the cellular level [7]. These rheological
measurements, however, have proven to be problematic.
Two main approaches have been employed: macrorheol-
ogy using, for example, oscillatory rheometers, or driven
needles or disks floating in the monolayer [8–11], and mi-
crorheology in which the thermal (Brownian) motion of
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FIG. 1: Schematic diagram for non-contact monolayer and
membrane microrheology. The tracer particle of radius a is
submerged a depth d beneath the monolayer/membrane, and
its fluctuation spectrum is measured using the optical trap.

particles in the monolayer are tracked [12–14]. The for-
mer has difficulties measuring very fragile or compliant
surface phases, and may, due to the macroscopic defor-
mations imposed, access the nonlinear response regime.
In light of these difficulties, the latter microrheological
approach seems promising, but currently suffers from a
“missing modulus” problem: when both macro- and mi-
crorheological approaches are compared, the microrheo-
logical data reports moduli up to four orders of magni-
tude lower [15].

Two potential causes for these large discrepancies are
the uncertainty in tracer positioning and the poorly un-
derstood boundary conditions between the particle and
the monolayer. The interpretation of the particle track-
ing microrheology is based on the assumption that the
tracer is embedded in the monolayer [16, 17], but this
is hard to guarantee since it is difficult to resolve the
vertical position of the tracer with sub-micron precision;
moreover, higher surface pressures or more elastic mono-
layers may drive the tracer into the subphase. Even if
the particle is embedded in the monolayer, its presence
may locally disrupt the monolayer’s structure – an effect
seen in three dimensional microrheology [18] necessitat-
ing more difficult two-particle [19, 20] approaches. Even
without such disruptions, the dynamics of the three phase
contact line on the particle generates more complex dy-
namics, which have not been generally accounted for [21].

In this Letter we demonstrate a non-contact approach
to membrane and interfacial microrheology, where we use
the measurement of the fluctuations of submerged trac-
ers as a function of their depth to infer the viscoelas-
tic properties of the monolayer above them. At the ex-
pense of a weaker and purely hydrodynamic coupling be-
tween the tracer and the monolayer, we eliminate the
issues associated with the direct interaction of the tracer
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and the fragile monolayer. We present the calculation of
the submerged particle response function necessary to re-
late the fluctuation data to the interfacial modulus, and
apply this microrheological technique to three monolay-
ers: dipalmitoylphophatidylcholine (DPPC), arachidic
acid (AA), and eicosanol. We obtain results consistent
with previous measurements.

We begin by calculating the velocity response function
for a spherical particle of radius a in a fluid with viscosity
η, submerged a depth d beneath a monolayer (see Fig. 1).
We choose a coordinate system such that the fluid is of
infinite lateral extent and depth (in the −z direction),
and bounded by the monolayer interface at z = 0. The
particle oscillates at a frequency ω. At the relevant fre-
quencies (< 100kHz) we may neglect fluid inertia and use
the Stokes equations for the fluid velocity field v [22]:

∇p− η∇2v = f (1)

∇ · v = 0, (2)

where p is the hydrostatic pressure that enforces the fluid
incompressibility and f = F e−iωtδ(z+d)δ(x⊥) is the ap-
plied oscillatory point force representing the probe, with
x⊥ = (x, y) the lateral position vector. To study the fluc-
tuations of the tracer in the plane parallel to the mono-
layer, we set F ‖ x̂. A more general solution for any force
distribution can be found by superposition [23], but is
unnecessary here. Given the surface tension τ of the sys-
tems of interest and the amplitude A of particle motion,
the relevant capillary number Ca = ηAω/τ ∼ 10−6, so
we may also neglect the vertical deflection of the inter-
face. These corrections are generally small, see Ref. [23]
and supplemental materials.

The fluid velocity vanishes far from the point of force
application, and, in the absence of height undulations,
we require that the fluid velocity vz = 0 at the inter-
face. There, we also impose a no-slip condition relating
the displacement field of the viscoelastic monolayer u to
the fluid velocity v; in the frequency domain this implies
that vα|z=0 = −iωuα, where Greek indices run over the
coordinates x and y only. Stress balance in the interfacial
monolayer requires [24]

µ∂2uα+(µ+λ)∂α∂βuβ+
1

2
η (∂αvz + ∂zvα)

∣∣∣
z=0

= 0, (3)

where the Lamé constants λ, µ must be interpreted as
complex, frequency-dependent quantities. The first two
terms correspond to the stresses induced by strain (and
strain rate) in the monolayer, which must balance the hy-
drodynamic stresses from the subphase in the third term.
λ→∞ corresponds to an incompressible monolayer.

We solve Eqs. (1),(2), and (3) subject to the no-slip
boundary condition in order to determine the velocity
amplitude of the tracer sphere V in response to the ap-
plied force. Using the linearity of the Stokes equations,
we divide the solution into two parts, i.e. v = v(1) +v(2).

The first part v(1) is the flow field resulting from a point
force at the position of the probe, but with the mono-
layer replaced by a perfect slip surface; this field satisfies
the force balance in the bulk, but does not satisfy the
the stress balance condition on the monolayer. To cor-
rect this, we add the second solution v(2), which is the
fluid velocity field induced by the negative of the unbal-
anced surface stresses from v(1) and satisfying the homo-
geneous equations, Eqs. (1), (2), i.e., with f = 0. The
physical solution, v(1) + v(2), now satisfies all the nec-
essary stress balance conditions in the bulk and in the
interface. Associated with each bulk velocity field v(1,2)

there is an in-plane membrane displacement u(1,2) deter-
mined by the no-slip matching condition, and from which
the interfacial displacement field can be computed.

The perfect slip solution v(1) can be obtained using
an “image solution” in analogy to electrostatics (see, for
example, [22, 25, 26]) resulting in a combination of flows
due to the point force and its reflection about the z =
0 plane. This yields the hydrodynamic response of the
subphase to the applied point force assuming that the
interface at z = 0 can exert no shear stresses. The perfect
slip solution in the spatial Fourier domain is

v
(1)
j =

Fx
ηk2

(
δxj − k̂xk̂j

)
cos(kzd) (4)

u
(1)
β =

Fx
2ηωi

e−k⊥d
[
−2δxβ
k⊥

+
kxkβ
k3⊥

(1 + k⊥d)

]
, (5)

where k and k⊥ are the three- and two-dimensional (in
the plane of the interface) wavevectors respectively. By

symmetry, the normal velocity v
(1)
z vanishes at the sur-

face (z = 0), so that the associated normal displacement

is zero, u
(1)
z = 0. Projecting the in-plane components of

the interfacial velocity into longitudinal and transverse

channels, uβ = u
(L)
β + u

(T )
β , we find

u
(L1)
β = Lβαu(1)α = − Fα

2ηωi
e−k⊥d

(
kαkβ
k3⊥

(1− k⊥d)

)
(6)

u
(T1)
β = Tβαu(1)α = − Fα

ηωi
e−k⊥d

(
δαβ
k⊥
− kαkβ

k3⊥

)
, (7)

using the the two-dimensional longitudinal and trans-
verse projection operators Lαβ = kαkβ/k

2
⊥ and Tαβ =

δαβ−Lαβ . From Eq. (3) and noting that the fluid stresses
on the interface due to v(1) vanish by construction (as
they must for a perfect slip surface), we find that the
v(1) solution generates unbalanced interfacial stresses

S(L)
α = −k2⊥(2µ+ λ)u(L1)α (8)

S(T )
α = −k2⊥µu(T1)

α . (9)

We now apply counter stresses to the interface to can-
cel these unbalanced stresses due to the perfect slip so-
lution v(1). Those counter stresses generate the fluid ve-
locity correction v(2) in the subphase due to the surface
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rheology of the interface – specifically how it differs from
that of a perfect slip interface assumed in the calculation
of v(1). One may calculate v(2) induced by these counter
stresses using the appropriate longitudinal and transverse
Green’s functions derived previously in Ref. [17]:

v(L2)α = −iω
∫
S(L)
α

(1 + k⊥z) e
ik⊥·x⊥+k⊥z

(2µ+ λ)k2⊥ − 2iωηk⊥

d2k⊥
(2π)2

(10)

v(T2)
α = −iω

∫
S(T )
α

eik⊥·x⊥+k⊥z

µk2⊥ − iωηk⊥
d2k⊥
(2π)2

, (11)

where we have now returned to the real spatial domain.
Performing the integrals in Eqs. 10 and 11, we deter-

mine the velocity field correction v(2) at the position of
the tracer and use Faxén’s law [22, 25] to find its contri-
bution to the velocity of that particle. Adding the two
contributions, we write the result using the susceptibil-
ity matrix χij relating position Ui of the tracer to the
applied force Fj

Ui = Vi/(−iω) = χijFj . (12)

Taking the limiting case of an incompressible monolayer,
we find our main theoretical result. The in-plane part of
the response function is given by

χxx
χ∞

= 1− 9a

16d
+
a3

16d3
− 3a

2`

[
Ei

(
−2d

`

)
− iπ

]
e(

2d
` ), (13)

with Ei(x) is the exponential integral function and χ∞ =
i/6πaηω the Stokes susceptibility of a spherical tracer in-
finitely far from interface. ` = µ/(−iηω) is the Saffman-
Delbrück (SD) length [27]. For a purely viscous mono-
layer, this length is simply the real ratio of membrane
and subphase viscosities, but generally it is complex for
viscoelastic monolayers. Its modulus sets the length scale
over which in-plane monolayer momentum is transferred
to the fluid subphase; it thus serves as a cut-off for the
logarithmic divergence that appears in two-dimensional
over-damped hydrodynamics [27].

At large distances from the interface, d & 10a, the sus-
ceptibility approaches that given by the simple Stokes
drag on a sphere for any SD length. Distant tracers
are useless rheological probes. The key microrheologi-
cal measurement involves studying how this susceptibil-
ity varies as the tracer’s depth is decreased. For ` < a
the particle response increases as the distance decreases,
while for large SD lengths (` > a) the susceptibility de-
creases – see Fig. 2a,c. The quantity a/` is qualitatively
similar to a Knudsen number, or partial slip length [28],
but the perfect slip limit is never reached here due to our
enforcing surface incompressibility.

The phase of the complex SD length is determined by
whether interfacial stresses are dissipative or reactive. In
Fig. 2 we plot the response function for the two extreme
cases of a purely elastic monolayer, where ` is imaginary,
and the purely viscous one, where ` is real. As can be
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FIG. 2: The imaginary (a) and real (b) parts of the normalized
tracer susceptibility χ for forces in the plane of the interface
as a function of the tracer depth d̄ = d/a for various val-
ues of the modulus of the SD length |`|/a = 0, 1, 3, 10, 100,∞
(black, blue, purple, orange, gray). The phases are chosen to
correspond to purely elastic (solid lines) and viscous (dashed
lines) monolayers. The imaginary (c) and real (d) parts of χ
as a function of |`|/a for various depths below the monolayer:
d̄ = 1, 2, 5, 10 (blue, purple, yellow, green). The imaginary
part decreases as the surface modulus increases and the vari-
ation with ¯̀ is greater for shallower depths.

seen in Fig. 2a,c the imaginary part of the susceptibility
does not vary much between the two extreme cases and
is mainly dependent on the magnitude of the SD length.
The real part, on the other hand, acquires a finite value
when the surface is elastic but vanishes for purely viscous
surface. Although we have assumed up to this point that
the capillary number Ca � 1, it is straightforward to
calculate the leading order effects of lowering the surface
tension [23]. These surface height undulations at finite
Ca have a subdominant effect on the tracer response for
in-plane motion, but play a more important role in deter-
mining the spectrum of vertical fluctuations [23]. Details
regarding the role of subdominant corrections to the sus-
ceptibility are included in the supplementary materials.

We observe the fluctuation spectrum of tracers at var-
ious depths below monolayers of arachidic acid (AA),
eicosanol, and dipalmitoylphosphatidylcholine (DPPC),
for which previous studies demonstrate three different de-
pendencies of viscosity on surface pressure [8–12, 29, 30].
AA is viscoelastic with a high elastic modulus in the fre-
quency range studied: it should act as a rigid boundary
and serve as a basic check on our data. Eicosanol has
a phase transition to fluid phase above 15mN/m where
the elastic modulus essentially vanishes and the viscosity
decreases with increasing surface pressure. DPPC has a
viscous, low-pressure phase that provides the best direct
test of our technique as we can access surface pressures
that range from the liquid condensed/liquid expanded
(LC-LE) transition, for which an active measurement ex-
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FIG. 3: Experimental results for tracer susceptibility con-
verted to membrane viscosity for DPPC (black triangles), AA
(red circles), and eicosanol (blue squares). The susceptibili-
ties are converted to viscosities by the results shown in Fig. 2,
for a tracer size a = 5µm± 0.5µm and a depth of d ∼ a. The
yellow areas represent regions where the surface viscosities
are inaccessible to the technique with the chosen experimen-
tal parameters – see text. The values of and observed varia-
tions in the surface viscosity are consistent with macroscopic
measurements.

ists [11], and follow the viscosity measurements from this
point to extremely low surface pressures for which the
viscosity decreases by a factor of ∼ 103 [12].

The position detection scheme has been described else-
where [31] in detail. In short, we trap the tracer at a
given depth below the surface using laser tweezers and
analyze the light scattered off the particle with a quad-
rant photodiode to measure its thermally driven position
fluctuations. By observing the change in the 5µm radius
tracer’s fluctuations (in the plane parallel to the inter-
face) as a function of depth below the surface in a fre-
quency band of 100 Hz around f = ω/2π ∼ 103 Hz and
using the fluctuation-dissipation theorem [32], we mea-
sure the imaginary part of the tracer’s response func-
tion. The response function is measured at depths of
d/a ∼ 1 − 100. Observing over a range of tracer depths
enhances the resolution of the measurement. Data taken
at depths d > 25a yield the Stokes result; these are used
to normalize the response function at shallower depths.
The imaginary part of the response function as a func-
tion of depth is then fit using Eq. 13 using |`| as the
only adjustable parameter. All three monolayers are as-
sumed to be purely viscous, which makes ` real. Fluctu-
ation data and more details about the data acquisition
and analysis are presented in the supplemental materials.
We show the results of our measurements for tracers sub-
merged below AA (red circles), eicosanol (blue squares),
and DPPC (black triangles) monolayers as a function of
surface pressure in Fig. 3. The imaginary part of the
tracer response function, normalized by the Stokes re-
sult, is converted into inferred surface viscosities using

Eq. 13 (see supplementary materials for raw susceptibil-
ity data).

As explained more fully in the supplement (see Fig.
S4), for a tracer of given size, at a particular depth, there
are physical upper and lower bounds on the fluctuation
spectrum, corresponding to being below a free or a rigid
surface, respectively. These regions are mapped to vis-
cosity limits using Eq. 13, shown in yellow in Fig. 3.
Within these regions the measurement technique is in-
sensitive to the difference between the modulus and the
limiting surface. By changing the frequency window and
tracer size and depth, these limits can be moved to ex-
amine more or less compliant surfaces.

We observe the rheological signature of the structural
phase transition of eicosanol at the expected surface pres-
sure (15 mN/m), as reported in Ref. [9], with the ex-
pected decreasing viscosity with increasing surface pres-
sure. Our surfaces viscosities are about one order of mag-
nitude less than that previously measured macroscopi-
cally [9]. This smaller residual missing modulus may be
due to frequency dependence of modulus (macroscopic
measurements are performed at a few Hz while these
were performed at 1kHz) [33], errors in the macroscopic
measurements, or our assumption of a purely viscous re-
sponse in the fluid phase when there may be a residual
elastic component. In the future we will use active tech-
niques designed to provide access to a wider frequency
range to address this.

We find DPPC viscosities at higher pressures that are
consistent with previous macroscopic measurements, in-
dicating that the missing modulus from other microrhe-
ological techniques has been eliminated for this case. We
observe a range of viscosities (1 – 4) × 10−7 Ns/m at
surface pressures between (2 – 5) mN/m. Previous ac-
tive rheology measurements (using a driven rotating disk)
gave 4 × 10−7 Ns/m [11] at similar pressures and tem-
peratures, where the monolayer was in the same phase.
Our measurements were obtained in a higher frequency
window than in previous results, but we expect the vis-
cosity to be frequency independent in this lower pres-
sure regime. Our results are also consistent with the
upper bound of 10−6Ns/m provided by macroscopic ap-
proaches [29]. We observe the continuous decrease of the
measured viscosity with decreasing surface pressure over
almost three orders of magnitude. Our viscosity mea-
surement at lowest pressure is consistent with the single
upper bound of 10−9 Ns/m for such very low pressure
DPPC [12]. The ability to track the decreasing viscosity
over this range demonstrates the large dynamic range of
the microrheological technique.

Non-contact particle microrheology exploits a purely
hydrodynamic coupling between the tracer and the
monolayer. At the expense of this weaker coupling, one
avoids issues associated with understanding the complex
interaction of the probe and the monolayer. We have
shown that this weaker coupling is sufficient to obtain
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rheological data in this purely non-contact mode and to
measure the viscosity of very low surface viscosity sys-
tems. In the future, we expect to study systems with
complex viscoelastic responses, and to explore using the
submerged tracer in a lateral scanning mode to detect
spatial variations in surface rheology in heterogeneous
monolayers and membranes. We also note that these re-
sults show that intracellular microrheological data taken
near viscous cell membranes have to be corrected for this
proximity effect.

The authors acknowledge NSF DMR-0907212 for par-
tial support. AJL and AAE also acknowledge NSF DMR-
1006162.
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