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We present initial-state selective fully differential cross sections for ionization of lithium by 24 MeV
O%F impact. The data for ionization from the 2s and 2p states look qualitatively different from
each other and from 1s ionization of He. For ionization from the 2p state, to which in our study
the m; = —1 sub-state predominantly contributes, we observe orientational dichroism and for 2s
ionization pronounced interference which we trace back to the nodal structure of the initial state

wave function.

PACS numbers: 34.50.Fa, 37.10.-x

With rapidly increasing computer power theoretical
models are often capable of at least qualitatively describ-
ing and even predicting properties of very complex and
exotic systems involving a large number of interacting
particles (e.g. [1]). One might thus suspect that relatively
simple systems, containing only a few bodies, like e.g. a
structureless particle colliding with a light atom, do not
represent a serious challenge to theory anymore. Indeed,
measured total cross sections and differential ejected elec-
tron spectra for various processes occurring in such col-
lisions can often be calculated with a high degree of ac-
curacy (e.g. [2-4]). However, this seemingly gratifying
situation emerges as increasingly sobering as more de-
tailed measurements are performed.

One big advantage of studying simple systems is that
experiments, in which the complete kinematic informa-
tion about every single particle in the system is obtained,
are feasible (for reviews see e.g. [5-8]). The fully differ-
ential cross sections (FDCS) that can be extracted from
such measurements offer a very sensitive test of theoreti-
cal models. For atomic ionization by electron impact the
first kinematically complete experiment was performed
already more than four decades ago [9]. But it took an-
other three decades before theoretical developments re-
sulted in a satisfactory description of experimental data
for the simplest target atoms (e.g. [10, 11]).

Fully differential studies of ion impact ionization are
much more challenging, both from an experimental and
a theoretical point of view, because of the much larger
projectile mass compared to electrons. Only after Reac-
tion Microscopes (ReMi) [7, 8] were developed the first
kinematically complete experiments for ion impact ion-
ization were performed (e.g. [6, 12-14]). Even for small
perturbation parameters 7 (projectile charge to speed ra-
tio), for which the ionization dynamics was believed to

be essentially understood, significant discrepancies were
found between experiment and theory [13] which persist
until today although elaborate non-perturbative models
have been developed [15]. For large n not even qualita-
tive agreement could be achieved in spite of numerous
and valuable theoretical efforts (e.g. [16-18]).

Especially the discrepancies at small 7 were very sur-
prising and vividly debated over the last years (e.g.
[15, 19-25]). A promising explanation towards resolv-
ing this puzzle was eventually proposed by Egodapitiya
et al. [26] and supported by Wang et al. [27]. Their ex-
perimental observations suggest an impact of the projec-
tile coherence properties on the scattering process that
is not considered in the available quantum-mechanical
models. However, it is not clear that the severe dis-
crepancies observed for large ) can entirely be associated
with the projectile coherence. It should further be noted
that relatively little is known about the ionization dy-
namics for states other than 1s because all earlier exper-
imental FDCS for ion impact have been obtained for the
ground state of He. Though the sensitivity of low-energy
electron-emission on the electron initial momentum dis-
tribution has been reported for neon and argon targets
[4], in these experiments it was not possible to resolve the
actual initial state of the ionized electron. In this respect,
alkali metals represent particularly attractive target sys-
tems. Due to the large difference in the binding energies
of the single valence electron and the core electrons the
ionization process proceeds almost exclusively through
the emission from the outer shell. However, until very
recently only differential electron spectra were reported
[28, 29] and today one data set is available on double
differential cross sections (DDCS) as a function of scat-
tering angle and electron energy [30]. In the latter study
some qualitative differences for ionization of lithium from



the 2s and 2p states were found.

In this letter we report on FDCS for ionization of
laser-cooled Li by ion impact. The results represent a
major advancement with regard to two aspects: First,
initial state selective FDCS are accessible for the ion-
ization of the 2s and 2p states because the target can
be excited before the collision using a laser, where the
2p state was even polarized. Second, due to a substan-
tially improved resolution compared to all earlier exper-
iments obtaining FDCS, subtle features in the momen-
tum distributions can be examined in unprecedented de-
tail. The experiment became possible using a newly de-
veloped MOTReMi apparatus [31], i.e. a combination of
a magneto-optical trap with an electron recoil-ion mo-
mentum spectrometer. Qualitatively new features, not
observed for 1s ionization of He, are found in the elec-
tron ejection angle dependence of the FDCS.

The experiment was performed at the test storage ring
(TSR) in Heidelberg. The set-up has been described in
some detail earlier [31] and only the salient points will
be repeated here. A pulsed 24 MeV 0%t beam with a
size of about 1 mm passed through a laser-cooled Li tar-
get in a magneto-optical trap (MOT), which is part of
the MOTReMi apparatus. The electrons and recoil ions
produced in the collision were extracted towards two-
dimensional position-sensitive channel-plate detectors by
a weak electric field of about 0.6 V/cm directed at an
angle of 8° with respect to the projectile beam axis. A
uniform magnetic field of 7.7 G, parallel to the extrac-
tion field, forced the electrons into cyclotron motion so
that all electrons with transverse momenta of less than
1.3 a.u. hit the detector. Both detectors were set in coin-
cidence, where a fast signal from the projectile buncher
served as a time reference. The magnetic trapping field of
the MOT was momentarily turned off for an undisturbed
extraction and detection of the target fragments.

From the position information the electron and recoil-
ion momentum components in the plane perpendicular
to the extraction field could be determined. The third
momentum component for both particles, parallel to the
extraction field, was obtained from the time of flight from
the collision region to the respective detector, which is
contained in the coincidence time. The target tempera-
ture is about two to three orders of magnitude smaller
than in a conventional ReMi apparatus and is thus no
longer the main contributor to the recoil-ion momentum
resolution. Instead, the resolution in the plane perpen-
dicular to the extraction field of £0.05 a.u. is mainly
due to the size of the reaction volume and in the direc-
tion of the extraction field (£0.03 a.u.) due to the time
structure of the projectile pulses. For the electron, the
corresponding values are +0.05 a.u. and £0.01 a.u., re-
spectively.

During the operation of the cooling lasers the initial Li
valence state is not a pure 2s state, but a 2p population
of about 20 % was estimated [30]. In order to obtain data

for pure 2s ionization the lasers were turned off for 200 us
in the 1.3ms period with no magnetic trapping field in
each cycle. 2p ionization data were obtained by subtract-
ing the number of ”laser off” events from the number of
7laser on” events. We further know that the 2p electrons
predominantly populate the m; = —1 state. In order
for the lasers to have a trapping effect on the Li atoms
the light needs to be red-shifted relative to the transi-
tion frequency. At the same time, the uniform magnetic
field used to guide the electrons onto the detector leads
to a Zeeman splitting such that this red-shift minimizes
for transitions to 22P; /2 sub-levels with large contribu-
tions of my = —1. Measuring the degree of polarization
of the fluorescence light emitted from the target in dif-
ferent directions we obtain the relative contributions of
o, m, and ot transitions which directly reflect the mp-
distribution in the excited state. This way we estimate a
contribution of m; = —1 and my, = 0 of about 70 % and
30 %, respectively.

For the presentation of the FDCS we choose a coor-
dinate system which is linked to the scattering plane
spanned by the momentum transfer from the projectile
to the target atom q and by the initial projectile mo-
mentum po. The polar angle for the ejected electron
momentum 1Je is measured with respect to the initial
projectile beam axis. The azimuthal angle ¢¢ is mea-
sured in the plane perpendicular to the beam axis, i.e. in
the azimuthal plane. ¢ = 90° and 270° coincide with
the direction of the transverse components of q and -q,
respectively. In Fig.1 we present three-dimensional fully
differential angular distributions of the ejected electrons
with a fixed energy of 1.5 + 0.5eV and for ¢ fixed at
0.3 £ 0.1a.u. for ionization from the 2p (top) state and
for ¢ = 1.0 £ 0.2 a.u. from the 2s (bottom) state.

For ionization of He in the ground state by ion or elec-
tron impact typically a double lobe structure, with the
so-called binary peak approximately in the direction of
q and the recoil peak in the direction of -q, is observed
(e.g. [5, 6]). Furthermore, the FDCS exhibit strict mirror
symmetry relative to the scattering plane. For ionization
of Li we also find a pronounced binary peak, but the
recoil peak is completely absent. This is not surprising
and can be explained by the small ionization potential.
However, there are two features which make the present
data for 2s and 2p ionization qualitatively different from
each other and from He ionization. First, in the case
of 2s ionization we observe side maxima to the binary
peak in the azimuthal plane which are not seen for the
2p state. This feature is also present for smaller ¢ (e.g.
for ¢ = 0.3 a.u.), but it is less pronounced. Second, while
for the 2s state the mirror symmetry with respect to the
scattering plane is maintained (for all ¢), it appears to be
broken for the 2p state. Both effects are most prominent
in the azimuthal plane. In the following, we therefore
discuss the FDCS for a cut along the azimuthal plane,
which are shown in Fig. 2, in more detail.



FIG. 1. (Color online) Three-dimensional, fully differential
angular distributions of electrons ejected from the (a) 2p and
(b) 2s state of Li by 24 MeV O®T impact. The electron energy
is fixed at 1.5eV and ¢ at 0.3a.u. for the 2p state and at
1.0 a.u. for the 2s state.

First, we analyze the mirror symmetry properties with
respect to the scattering plane (indicated by the verti-
cal dotted lines at ¢o = 90° and 270° in Fig.2). The
breaking of this symmetry in the 2p data (top panel),
seen already in Fig.1, becomes more evident in the di-
rect comparison with the 2s data (bottom panel), which
are perfectly symmetric. The 2p angular distribution is
shifted relative to the 2s distribution, and therefore to
the symmetry axis, by about 15°. This asymmetry is
due to the polarization of the initial target state, i.e. the
predominant population of the m; = —1 sub-state. For a
spherically symmetric initial state, i.e. when no magnetic
sub-state is selected, spatial directions are only tagged by
pPo and q. The FDCS can thus only depend on the rel-
ative angles of the electron momentum to these vectors,
i.e. they must satisfy the mirror symmetry with respect
to the scattering plane mentioned above. The break-
ing of this symmetry by the target polarization is known
as orientational dichroism and it has been observed in
electron-impact ionization of polarized sodium [32].

The dichroism is also predicted by a continuum dis-
torted wave — eikonal initial state (CDW-EIS) calcula-
tion [33], which is shown as the dashed curve in Fig. 2.
Here, the interaction between the nuclei of the collision
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FIG. 2. (Color online) Cut through the azimuthal plane of
the FDCS shown in Fig. 1 for the 2p (open red symbols) and
2s state (solid blue symbols). Dashed curves, CDW-EIS cal-
culations; solid curve, CDW-EIS-NN calculations. For expla-
nation of theoretical models see text.

partners (NN interaction) is not accounted for. The ini-
tial electron population in the target was assumed to be
30% in the m; = 0 state and 70% in the m; = —1
state. The my = 0 contribution tends to ”"wash out”
the dichroism, but nevertheless it is still clearly visible
in the calculation and even more pronounced than in the
experimental data. Better agreement with the measured
FDCS is obtained when the NN interaction is included.
This calculation, which we dub CDW-EIS-NN and which
accounts for the interaction between the nuclei within the
eikonal approximation [33], is shown as the solid curve in
Fig.2. The shift of the binary peak position from the
symmetry axis in the data is now well reproduced by
theory. This shows that the NN interaction has a ten-
dency of reducing dichroism. The difference in the width
of the peak between the measured and calculated FDCS
is consistent with the experimental resolution, as we ver-
ified by convoluting the theoretical cross sections using
the Monte Carlo method of Diirr et al. [34].

In the FDCS for ionization from the 2s state at ¢ =
1.0a.u. a splitting of the binary peak into a triple peak
structure is clearly visible. Again, the dashed and solid
curves represent CDW-EIS and CDW-EIS-NN calcula-
tions, respectively. Without the NN interaction the satel-
lite peaks are completely absent in the theoretical FDCS,
which are in rather poor agreement with the experimen-
tal data. In contrast, very nice qualitative agreement is



achieved when the NN interaction is included in the cal-
culation and a pronounced triple peak structure is clearly
visible. On the other hand, some quantitative discrepan-
cies remain. In the following we will discuss what may
cause the satellite peak structure seen in both theory and
experiment.

First we note that one major qualitative difference be-
tween a 2s and a 2p state, for which no satellite peaks
are observed in the FDCS (at any ¢), is that the radial
part of the wavefunction has a node for the 2s, but not
for the 2p state. Multiple peak structures in the FDCS
have been observed for ionization of heavier atoms by
electron impact from states with nodal structures in the
wavefunction (e.g. [35]). An influence of the nodal struc-
ture on double differential electron angular distributions
for 2s ionization of Li by heavy ion impact has also been
discussed [28], but there no multiple peak structures were
observed.

Useful information on potential effects of the nodal
structure of the wavefunction on the FDCS for the
present case can be obtained from a comparison between
the CDW-EIS and CDW-EIS-NN calculations. If the
satellite peak structures were entirely due to the nodal
structure they should be seen even if the NN interaction
was not included in the calculation. In fact, they should
become most pronounced in first-order calculations like
the First Born Approximation (FBA), where the char-
acteristics of the initial state are not distorted by any
higher-order effects. Instead, the multiple peak struc-
ture is completely absent in both the FBA (not shown
in Fig.2) and the CDW-EIS calculation. It thus seems
clear that the nodal structure alone cannot explain the
features seen in the data. It is equally obvious that the
NN interaction plays an essential role since only when
it is incorporated in the calculation is the multiple peak
structure present. On the other hand, the NN interaction
alone, without consideration for the initial state, cannot
explain the data either. We performed a test calculation
for ionization of Li using a wavefunction with the nodal
structure of the 1s state, but the binding energy of the
2s state and here, no satellite maxima were found. In the
following we will therefore attempt to explain the data
by comnsidering the initial state in conjunction with the
NN interaction.

The 2s wavefunction has two maxima in coordinate
space, a very small maximum at about 0.3 a.u., which
contains only less than 2% of the total flux, and a signif-
icantly broader main maximum near 3a.u. [36]. A min-
imum separating the two peaks occurs at about 0.8 a.u..
In order to see the signature of the initial states nodal
structure, both maxima of the electron density have
to contribute significantly to the transition amplitude.
However, in the semi-classical impact parameter picture,
the overall cross section is dominated by distant collisions
(impact parameters b > 1a.u.) and the influence of the
small inner maximum of the electron density is in most

cases negligible. Only for small impact parameters (as
small as b ~ 0.3a.u.) the effect of the nodal structure
becomes observable in the FDCS.

If the NN interaction is ignored, as it is in the CDW-
EIS calculation, no momentum is transferred from the
projectile to the recoil ion, and the projectile momen-
tum change is solely caused by the interaction with the
electron. Under these conditions, there is only a weak
correlation between the momentum transfer and the im-
pact parameter, and it is not possible to select kinematic
settings for which the impact parameters of the collisions
are very small. This changes drastically if the NN inter-
action is included, i.e. in the CDW-EIS-NN model. Here
the momentum transfer from the projectile to the tar-
get core correlates strongly with the impact parameter,
and the momentum exchange becomes larger for smaller
b. Hence, small impact parameters can be selected by
choosing conditions where the momentum transfer q is
essentially determined by the recoil ion momentum, i.e.
when q is significantly larger than the final electron mo-
mentum pe. Therefore, for ¢ = 1.0a.u. and E, = 1.5eV
one might expect the nodal structure of the wavefunc-
tion to lead to satellite peak structures which should be
weaker at small ¢. This is indeed observed in the CDW-
EIS-NN calculation and in the data.

In general, satellite structures can also be interpreted
in terms of interference between two contributions to the
transition amplitude, one associated to the inner and one
to the outer part of the wave function. Such interference,
in turn, can only occur if the incoming projectile wave
covers both parts of the electron wavefunction coherently
and, therefore, it is dependent on the projectiles coher-
ence properties. Such dependence has been observed re-
cently by Wang et al. [27] in FDCS in ion-helium col-
lisions. There, differences between data taken with a
coherent and an incoherent projectile beam have been
explained by interference between amplitudes with and
without the NN interaction. As pointed out by Wang et
al. the interference is only observable if the transverse co-
herence length Az is larger than the difference between
the impact parameters Ab which mostly contribute to
the interfering amplitudes.

In our experiment the quantitative discrepancies be-
tween theory and experiment may be related to the pro-
jectile coherence. In comparison to theory it looks like
the interference structure seen in the calculation is partly
blurred in the data. This is an effect, which in principle
could be caused by the experimental resolution. How-
ever, convoluting theory with the resolution by our Monte
Carlo method [22, 34] leads to no substantial change in
the FDCS. On the other hand, a similar effect is also
caused by a projectile beam which is not fully, but only
partly coherent. Overall, the data are satisfactorily de-
scribed by theory.

In summary, we have presented fully differential ion-
ization cross sections initial-state selectively. The data



for 2s and 2p ionization look qualitatively different from
each other and from 1s ionization of He. In the 2p case
the my = —1 sub-state is mostly populated and this se-
lection leads to orientational dichroism in the azimuthal
dependence of the FDCS. In the FDCS for 2s ionization
we observe a clear oscillating pattern which we ascribe
to the nodal structure of the initial state wave function.
Compared to earlier measured data for ionization of he-
lium, in the present study a remarkable qualitative agree-
ment between theory and experiment has been achieved.
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