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We report on transport measurements of an InAs nanowire coupled to niobium nitride leads at
high magnetic fields. We observe a zero-bias anomaly (ZBA) in the differential conductance of the
nanowire for certain ranges of magnetic field and chemical potential. The ZBA can oscillate in width
with either magnetic field or chemical potential; it can even split and reform. We discuss how our
results relate to recent predictions of hybridizing Majorana fermions in semiconducting nanowires,
while considering more mundane explanations.

PACS numbers: 71.10.Pm, 73.63.Nm, 74.45.+c, 74.78.Na

Majorana fermions (MFs) are neutral particles that are
their own antiparticles. Although they were first pro-
posed to describe fundamental particles[1], recent years
have seen intense interest in realizing solid-state systems
with quasiparticles that behave like MFs [2, 3]. There
are several candidates, including certain quantum Hall
states [4] and topological insulators coupled with super-
conductors [5]. Solid-state MFs can be used to create a
topological quantum computer, in which the non-Abelian
exchange statistics of the MFs are used to process quan-
tum information non-locally, evading error-inducing local
perturbations [6, 7].

A promising candidate is a one-dimensional spinless p-
wave superconductor [8]. One can engineer this system
in a semiconductor nanowire with strong spin-orbit cou-
pling [9, 10], which separates the two electron helicities
in energy. Applying a Zeeman splitting perpendicular to
the spin-orbit coupling can create an energy range where
only one helicity is present, effectively generating a spin-
less system. If superconductivity is induced by an s-wave
superconductor, Pauli exclusion will require the nanowire
to acquire p-wave pairing symmetry. This proposal is
attractive because supercurrents have already been ob-
served in InAs nanowires [11, 12]. A nanowire with a
single occupied subband goes from the spinful to the spin-
less regime when E2

Z
> µ2 +∆2, where EZ = 1

2
gµBB is

the Zeeman energy, µ is the chemical potential defined
relative to the bottom of the subband, and ∆ is the in-
duced superconducting pairing. When passing between
these two regimes, the nanowire undergoes a topological
phase transition in which the single-particle gap collapses
and changes sign. If a nanowire has a spinless (i.e. topo-
logical) segment in between two spinful (i.e. trivial) seg-
ments, then the nanowire will harbor a single pair of MFs
that exist as zero energy modes pinned to the boundaries
separating the topologically distinct regions. Although
disorder [13–15], Coulomb interactions [16], and multiple
subbands [17–19] might quantitatively change the condi-

tions for MFs, the qualitative picture should remain: for
certain ranges of parameters the nanowire will be in the
topological regime and contain a pair of MFs.

A key probe for MFs is tunneling spectroscopy [20–
24]. The MF would manifest as a conductance peak at
zero voltage. The MFs can only interact with other MFs,
so the peak would stay at zero so long as the MFs are
spatially separated from each other. Indeed, numerous
groups [25–28] have reported zero bias anomalies (ZBAs)
in devices inspired by the theoretical proposals. However,
a ZBA might also occur under similar conditions due to
a Kondo resonance that manifests when the magnetic
field has suppressed the superconducting gap enough to
permit the screening of a localized spin [29]. Thus, it is
necessary to seek more definitive signatures of MFs.

One possibility is to look for signs that the MFs are
hybridizing with each other [30–35]. Because the wave
functions of MFs decay exponentially within the interior
of the topological nanowire, MFs at the ends of a finite
nanowire will overlap with each other and hybridize. The
hybridization magnitude can be tuned by the Zeeman
energy or chemical potential, which control the decay
length of the MF wave function and the period of its
oscillatory component. The ZBA would then split and
reform in a periodic fashion, in contrast with the linear
splitting expected for the Kondo effect.

In this Letter, we report on the behavior of ZBAs
in an InAs nanowire coupled to superconducting leads.
We focus on the regime of large magnetic fields to sup-
press extraneous effects, including Josephson supercur-
rents, Kondo resonances [36, 37], and reflectionless tun-
neling [38]. We find that the ZBAs are robust against
changes in Zeeman energy and chemical potential. Un-
der certain conditions, the width of the ZBA oscillates
with either parameter. The ZBA can even split and re-
form. We argue that this is consistent both with MFs as
well as a Kondo effect periodically generated by resonant
levels.
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Metal-organic chemical vapor deposition growth of
InAs nanowires with 100 nm diameters was performed
using the Au-assisted vapor-liquid-solid approach. TEM
analysis reveals a nearly purely hexagonal (wurtzite)
crystal structure, with only a few stacking faults near
the nanowire tips. The nanowires are then deposited on
a Si substrate with a 300 nm thick SiO2 dielectric, per-
mitting back gating. Superconducting leads are defined
by conventional e-beam lithography. The leads overlap-
ping the nanowire are each 1 µm wide and separated
by 150 nm. We sputter 55 nm of niobium nitride via
a DC sputter gun and a Nb target in an Ar environ-
ment with a partial pressure of N2. Immediately prior
to sputtering, the contact regions are briefly exposed to
an Ar ion mill to remove the native oxide and permit
transparent contacts [39]. We note that ion milling can
raise the carrier density within the contact region with
respect to the unetched InAs nanowire [40]. The NbN
thin film has a critical temperature of 12 K and an up-
per critical field of 9 T at 10 K. The sample is lowered
into the mixing chamber of a top-loading dilution refrig-
erator. Immersion in the dilute phase of the mixture
provides an excellent thermal sink as evidenced by the
continuing evolution of the transport measurements be-
low 50 mK. The I-V characteristics of the superconduc-
tor/nanowire/superconductor junction are measured via
standard lockin techniques, employing a 10 µV AC ex-
citation at 73 Hz. Unless otherwise stated, all reported
data were taken at a mixing chamber temperature of 10
mK. To induce Zeeman splitting, we apply a magnetic
field perpendicular to the Si substrate.

To demonstrate that a superconducting proximity ef-
fect is induced in the nanowire, we first consider trans-
port through the nanowire at zero magnetic field. We
focus on the density range where we observe a rough
plateau in the high bias conductance of approximately
e2/h, suggesting that there is one occupied subband with
a transparency of 0.5. Representative conductance curves
are shown in Figure 1b. We observe an enhancement
of the differential conductance for source-drain voltage
|VSD| < 4 mV by a factor of approximately 2 beyond
the high bias conductance. Our NbN films have a gap of
∆0 ≈ 2 meV, suggesting that we are observing Andreev
reflection at the transparent nanowire-superconductor in-
terface for |VSD| < 2∆0 [41], with an additional voltage
drop across the bare portion of the nanowire.

For moderate density, the conductance near VSD = 0
fluctuates between having either a valley or peak with
periodicity of ∆VBG ≈ 0.6 V. This behavior is likely
caused by resonant levels within the bare nanowire seg-
ment passing through zero energy and allowing transport
between the proximitized nanowire segments [42]. This
is verified by a checkerboard pattern in the stability di-
agram that becomes more apparent beyond VBG = 12
V [43–45]. These resonances arise when reflections at
the interface between the bare nanowire segment and the
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FIG. 1: (a) SEM image of NbN leads on InAs nanowire (NW).
The white feature at the edges of the NbN leads is PMMA
residue from the ion milling. (b) Transport at B = 0 for
VBG = 10.1 V (black), 10.9 V (red), and 11.75 V (blue). (c)
Stability diagram at B = 0 for region of interest.

NbN-covered segments induce constructive interference,
corresponding to the condition 2kFL = 2πn, where kF
is the Fermi wavelength, L = 150 nm is the length of
the bare segment, and n is an integer. This is equiv-
alent to the condition µ = (h̄2π2n2)/(2m∗L2), where
m∗ = 0.023me is the electron effective mass. For small
n, one expects the resonances to be separated in en-
ergy by ∆µ ≈ (h̄2π2n2)/(2m∗L2) ≈ 0.7 meV. The slope
of stability diagrams features suggest the relationship
∆µ = 10−3∆VBG, leading to a predicted back gate peri-
odicity of 0.7 V. Coupling to the leads can broaden these
resonances in terms of energy.
Because the edge of the valleys consistently attains a

maximum value of |VSD| = 600 µV despite changes in the
structure of the resonant levels, we identify this energy
as twice the induced gap, 2∆ [46]. Coherence peaks can
also be discerned at this voltage for certain ranges of
VBG, demonstrated by the blue trace in Figure 1b. When
the transmission probability through the bare nanowire
segment is low, we observe suppressed conductance for
energies below the induced gap of the adjacent segments.
Otherwise, we observe Andreev reflection in this energy
range. However, we note that this energy might instead
correspond to the separation of the resonant levels.
As demonstrated in Figures 1b and 1c, at zero mag-

netic field we see no true supercurrent but we do ob-
serve a number of sharp peaks at zero bias. As VBG

changes, the peaks split and become sharp dips, suggest-
ing a complex interplay between superconductivity and
the Kondo effect [29, 47–52]. At VBG = 10.9 V, a zero
bias peak is visible, which disappears without signs of
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FIG. 2: (a) and (b) Conductance traces vs magnetic field for
two different densities. (c) Individual traces for VBG = 10.1
V, each trace differing by 0.1 T. Adjacent curves are offset for
clarity.

splitting beyond a magnetic field of B = 0.4 T, compa-
rable to the estimated 0.14 T required to have one mag-
netic flux quantum through the bare nanowire segment.
This suggests that the peak results from phase-coherent
transport that is broadened by fluctuations. The peak’s
critical field is consistent with other Josephson junctions
based on semiconducting nanowires with similar dimen-
sions and niobium leads [12, 53]. Thus, we assert that
supercurrent through the nanowire is highly suppressed
for B > 0.4 T.

We now consider transport at high magnetic fields. In
Figure 2 we show color plots of dI/dV vs VSD and B at
two different densities. For VBG = 10.9 V, one can ob-
serve the zero bias peak at B = 0 disappear quickly. Note
that the enhancement of conductance for VSD < 2∆0 is
still present up to B = 3.2 T, verifying the persistence of
the proximity effect. However, there is no evidence of a
ZBA at this density beyond B = 0.4 T.

The situation is dramatically different for VBG = 10.1
V. Here, the proximity gap seems to close at B ≈ 0.8 T.
Exceeding this field, the gap first reopens and then grad-
ually closes again. Beyond B = 0.8 T, a number of ZBAs
are visible. We repeated the measurement in higher res-
olution to see the detailed evolution of the ZBA, shown
in Figure 3. The ZBA persists for a range of magnetic
field, generally remaining as a single peak at zero en-
ergy for several hundred millitesla before splitting. The
ZBA periodically splits and reforms, with a characteris-
tic interval of ∆B ≈ 0.6 T. A slight disagreement on the
location of the ZBA between Figure 2c and Figure 3 is
likely due to charge noise.
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FIG. 3: (a) and (b) Conductance traces at VBG = 10.1 V for
various B values. In (b), the traces differ by ∆B = 0.05 T.
Adjacent curves are offset for clarity.

At this point it is tempting to attribute the ZBA to the
presence of MFs. In this picture, the magnetic field drives
portions of the nanowire into the topological regime. The
critical field for this transition is a function of chem-
ical potential, thus explaining why no such ZBAs are
present at a higher density and why we observe the gap
close at lower field (B = 0.6 T) at an even lower den-
sity (VBG = 9.35 V). The topological segments of the
nanowire support zero energy end modes. For example,
the regions of the nanowire in direct contact with the
NbN leads could exist in the topological regime while the
bare nanowire segment, possessing a weaker induced gap,
remains trivial. The MFs at the boundaries between the
topological and nontopological segments could then allow
the passage of single charges through the bare nanowire
segment at zero energy. Without the MFs, transport is
suppressed near zero bias by the superconducting gap, as
demonstrated in Figure 2a.

In this interpretation, the periodic splitting of the ZBA
would be naturally explained by the hybridization of the
MFs. The Zeeman energy would tune the overlap of the
MF wave functions in a periodic fashion, leading to a
oscillatory splitting of the ZBA. For example, Ref. [35]
calculates the period of this splitting to be ∆EZ = 0.2
meV for a 1 µm long topological wire segment. Deter-
mining the Zeeman energy for real devices is difficult due
to complications such as confinement [54] and spin-orbit
coupling, both of which can be tuned by external fields
[55–57]. Assuming a value of g = 20 gives a measured
period of ∆EZ = 0.35 meV, in rough agreement with
Ref. [35].
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FIG. 4: Stability diagram at (a) B = 2.3 T and (b) B = 3.2
T. In (a), dashed white lines show location of resonant levels.
In (b), dashed white lines delineate individual periods of ZBA
oscillations. (c) Individual traces for B = 3.2 T in steps of
∆VBG = 0.025, with adjacent curves offset for clarity.

To further test the case for MFs, we explore the behav-
ior of the ZBA with respect to changes in chemical po-
tential. In Figure 4a, we show a stability plot at B = 2.3
T. A ZBA is visible for two different ranges of gate bias.
The persistence of the ZBA with chemical potential is
suggestive of a stable set of MFs; their periodic appear-
ance and disappearance would then reflect the gate-tuned
hybridization of the MFs. However, a careful inspection
of Figure 4a reveals multiple bands that cross at zero en-
ergy where the ZBA occurs. The separation in back gate
bias for this pattern is ∆VBG = 0.4 V, comparable to
the periodicity observed at B = 0. We posit that this
pattern comes from the resonant levels in the nanowire.
By crossing at zero energy, these broadened resonances
provide the necessary degeneracy to create a persistent
ZBA through the Kondo effect. Indeed, the temperature
dependence of the ZBA height in this regime resembles
a Kondo effect with a Kondo temperature TK ≈ 970 mK
[37, 58], as shown in Figure 5. The resonant levels also
evolve with magnetic field; thus the periodic crossing of
these levels would explain the modulation of the ZBA in
Figure 2b.

However, we also see ZBA modulations with frequen-
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FIG. 5: (a) ZBA temperature dependence at B = 2.75 T and
VBG = 10.35 V. (b) Peak height (black) and FWHM (red)
vs T, after subtracting off background. Black dashed line is
parabolic fit based on Ref. [37] with TK = 970 mK.

cies that do not fit a simple picture of regularly crossing
resonant levels. For example, in Figure 4b we show a
ZBA that repeatedly splits and reforms in the range of
VBG = 10 V to 10.7 V, with a period of ∆VBG ≈ 0.175
V. The observed periodicity of ∆µ = 175 µeV is con-
sistent with the predicted MF hybridization period from
Ref. [35]. If the ZBAs are caused by the Kondo effect,
then this modulation might reflect an RKKY interaction
among multiple localized electrons [59].

In conclusion, we observe numerous ZBAs in a
nanowire-superconductor device at high magnetic fields.
Their periodic splitting and reforming are consistent with
hybridizing MFs. However, we also find evidence that the
ZBAs result from confined states crossing zero energy and
generating a Kondo resonance.
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