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Ultrafast broadband transient reflectivity experiments are performed to study the interplay
between the non-equilibrium dynamics of the pseudogap and the superconducting phases in
BiaSr2Cag.02Y0.08Cu20s4s. Once superconductivity is established the relaxation of the pseudo-
gap proceeds ~ 2 times faster than in the normal state, and the corresponding transient reflectivity
variation changes sign after ~ 0.5 ps. The results can be described by a set of coupled differential
equations for the pseudogap and for the superconducting order parameter. The sign and strength
of the coupling term suggest a remarkably weak competition between the two phases, allowing their

coexistence.

PACS numbers: 74.40.Gh, 74.25.nd, 74.72.Kf, 78.47.jg

In cuprates [1], pnictides [2], manganites [3] and heavy-
fermion compounds [4] low-energy gaps follow the for-
mation of multiple ordered phases, generally interacting
with each other. Their mutual coupling, i.e., the mixed
terms in a multi-component Ginzburg-Landau (GL) free
energy expansion, plays a key role in determining the un-
conventional electronic properties of these materials [5—
8]. A particularly interesting case is given by the pseudo-
gap (PG) and superconducting (SC) phases in cuprates,
where the debate between a competing order (positive
free energy coupling term) [9, 10] or a cooperative order
scenario (negative free energy coupling term)[11, 12] is
still unresolved.

So far this problem has been approached by measur-
ing the excitation spectra and low-energy gaps of each
phase in equilibrium conditions throughout the phase di-
agram. Angle-resolved photoemission spectroscopy and
scanning tunneling spectroscopy have successfully distin-
guished almost degenerate low-energy gaps in cuprates
[13, 14]. However, at equilibrium the coupling between
coexisting phases can hardly be observed for the free
energy is kept at minimum and the different contribu-
tions cannot be disentangled. Conversely, ultrafast time-
resolved spectroscopy can address this fundamental is-
sue by investigating the non-equilibrium dynamics of the
interacting phases after a sudden non-thermal photoex-
citation [15, 16]. Above all, the possibility to create a
transient non-thermal phase, where only one of the or-
der parameters is selectively quenched, is critical for di-

rectly measuring the coupling between order parameters.
In particular, in the limit of the local equilibrium ap-
proxzimation [17], and for excitation densities well below
saturation [18], the non-equilibrium dynamics of the or-
der parameter and its corresponding excitations coincide
[19]. Thus the dynamics of the order parameters can be
probed in real-time by measuring the reflectivity vari-
ation, AR/R. Furthermore, a broad spectral range of
probing photon energies is needed to disentangle the dy-
namics of different interacting order parameters [16].

In this Letter, ultrafast broadband transient re-
flectivity experiments allow to identify and observe
the dynamics of PG and SC phases in underdoped
BizSI’gCa(].ggYo‘()8CUQ08+5 Single crystals (TC =85 K)
Singular Value Decomposition (SVD) is applied to dis-
entangle their spectro-temporal fingerprints in the out-
of-equilibrium reflectivity data. At low pump fluence (10
uJ/cm?) the recovery dynamics of the PG proceeds ~ 2
times faster once the SC order parameter is established,
and eventually the corresponding transient reflectivity
variation changes sign after ~ 0.5 ps. Furthermore, the
amplitude of the PG perturbation decreases by a factor 2
below T¢. These results prove the existence of a coupled
dynamics for the PG and for the SC order parameter,
which can be described by a set of differential equations
with a coupling term connecting their relaxation dynam-
ics. Under the assumption that the PG phase has a
broken symmetry, the time-dependent GL approach pro-
vides a framework for interpreting the coupling term as



a positive interaction between order parameters in the
GL expansion of the free energy. Quantitive estimations
suggest that the interaction is weak enough for allow-
ing the coexistence of the two competing phases. This
experiment represents a benchmark for the recent devel-
opments of theoretical non-equilibrium methods beyond
quasi-equilibrium approximations, where the interplay
between superconductivity and pseudogap might arise at
the quantum level [20].

The dynamics of the non-equilibrium optical response
is probed by combining the supercontinuum light gener-
ation and detection in the 1.1-2 eV spectral region using
a photonic crystal fiber (set-up described in [21]) and an
Optical Parametric Amplifier (OPA) with output in the
0.5-1.1 eV range [22]. The experiments are performed on
high quality underdoped BisSraCag.92Y .08 CuaOgy5 sin-
gle crystals (T, = 85 K). The sample growth and anneal-
ing methods are the same as previously reported [23, 24].

Figs. 1a and 1b show the transient perturbations of the
reflectivity as a function of both time delay and probe
photon energy as measured for the PG and SC phases
respectively. The experiment is performed at low flu-
ence (10 pJ/cm?), where the AR/R signal is roughly
proportional to the perturbation of the order parame-
ters [17-19]. The 2D matrices, AR/R(E,t), have been
decomposed through SVD, i.e., by calculating the corre-
sponding I-rank matrix, Eizl A¢y(E) A (t), that best
reproduces the experimental data, where Ay (t) is the
temporal eigenfunction normalized to its maximum and
A¢y(E) is the spectral eigenfunction, containing informa-
tion about the absolute magnitude of the peak signal at
each energy E [22]. This method, which has been widely
applied in several research areas [25, 26], yields both
energy- and time-domain information, and allows the
identification of a minimal number of spectro-temporal
components that reproduce a set of data [26]. These
components are sorted considering their relative weight,
with the first component generally accounting for ~ 80%
of the signal and the second for ~ 10 %. Higher order
components generally represent the experimental noise.
In fact, the first component alone gives a fair and almost
noise-free representation of the experimental data (see
insets of Fig. 1c and 1d).

The spectral eigenfunction of the first component ob-
tained in the PG phase (T = 100 K) is peaked at about
1.2 eV and becomes negative at photon energies higher
than 1.4 eV (Fig. 1c). The second component obtained
in the PG phase is the remnant normal state signal ob-
served at room temperature [27] and is not relevant in
this work. Below T¢ the energy-time response changes
dramatically with the appearance of a new first compo-
nent, exhibiting a large positive plateau above 1.2 eV and
a sign change below 1.1 eV (Fig. 1d, T = 20 K). This
first component originates from photoexcitations across
the SC gap causing the transfer of spectral weight in the
interband spectral region [24].
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FIG. 1. Time-energy matrices of reflectivity variations at 100
K (a) and 20 K (b) at low fluence (10 uJ/cm?) on underdoped
BiaSr2Cap.92Y0.08Cu20s4s. The data are shown in false color
scale. ¢), d) Spectral traces of the SVD components at 100 K
and 20 K respectively. The insets show the spectra-temporal
matrix of the component with the same scale used in a) and
b). e), f) Fluence dependence of the PG and SC components
respectively, measured at fixed probe energies (see text). Each
experimental point is normalized to the high fluence limit.
The dotted lines are fits with a non-linear function [22] ex-
hibiting exponential suppression at low-fluence (e) and satu-
ration at high fluence (e and f) of the form oc 1 — e~ ///sat,
with f2¢ ~ 400 uJ/ecm? and SC ~ 100 uJ/em?. The SC
component around 1.1 eV is shown in the inset of (e).

In the SC phase the second component of the SVD be-
comes significant. Remarkably this component exhibits
the same spectral shape of the PG signal at 100 K, but
with half the amplitude at the same pump fluence (Fig.
1d). Further details can be obtained by considering the
probe photon energy where the SC component has a node
(1.08 eV, see inset of Fig. 1le), and hence the AR/R signal
is dominated by the PG signal. The fluence dependence
at this probe photon energy (Fig. le) exhibits a satu-
ration threshold (fsq; ~ 400 pJ/cm?) similar to the one
measured at 100 K, and clearly different from the satura-
tion fluence observed at 0.5 eV (~ 100 pJ/cm?, see Fig.
1f), where instead the SC component is maximal.

These results are consistent with a scenario where the
PG and SC phases coexist below T« and compete in the
absorption of the pump photon energy. In previous time-
resolved single-color experiments at 800 nm (1.5 eV) the
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FIG. 2. Temporal traces, Ay (t), of the first two SVD com-
ponents obtained at T = 20 K, (data of Fig. 1) and the fit
obtained by the set of coupled differential equations, Eq. 1.
The PG component at 100 K is shown for comparison. As
a reference, the insets on the right side show the spectro-
temporal matrices of each components with the same scale
used in Fig. la and 1b.

residual PG phase component below T was hidden by
the large SC phase response [18]. These results, while
confirming previous experiments reporting the coexis-
tence of two dynamics below T¢ [16], allow for the first
time the unambiguous and precise measurement of both
Y1 (t) dynamics by recognizing their spectro-temporal fin-
gerprints with no a prior: assumptions.

The results concerning the non-equilibrium dynamics
of PG and SC components are shown in Fig. 2. The PG
recovery dynamics drastically changes below T exhibit-
ing a ~ 2 times faster initial decay time and a change of
sign after ~ 500 fs. Because of this sign change, such dy-
namics cannot represent a simple quasiparticle density
relaxation process. The dynamics of both components
can be reproduced by a set of coupled differential equa-
tions of the form:

d<A¢SC> _ (Isc(t)> B (Tﬁl T ) (Aiﬁsc)(l)
dt AI,ZJPG o Ipc(t) Til T{zl A?/}pc

where Igc(t) and Ipg(t) are the external perturbations
induced by the pump pulse, and 711, T2, T12, To1, repre-
sent the diagonal and mixed relaxation terms for the SC
(1) and the PG (2) components. The amplitude of the
initial perturbations Ay (t = 0) can be fixed by consider-
ing that the condition of Ay (t = 0)=1 is reached at the
saturation in the high fluence limit (Fig. le and Fig.1f),
i.e., when the photo-induced vaporization of the ordered
phase occurs [18]. The non-equilibrium dynamics of both
SC and PG can be simultaneously reproduced by Eq. 1
(Fig. 2). The 75 value obtained at 20 K is substantially
lower than 792 at 100 K data (decreasing from about ~
0.5 ps to ~ 0.2 ps) and a non-zero mixed term, 191 ~ 17
ps, is found. On the other hand 72 has a negligible effect
on the dynamics since the PG component is perturbed
one order of magnitude less than the SC component.
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FIG. 3. a) Transient reflectivity variation of the PG compo-
nent measured at 1.08 eV photon energy and pump fluence of
~ 50 pJ/cm? as a function of temperature. Black solid lines
are fits to Eq. (1). b) Temperature dependence of SC and PG
components normalized to the maximal value in the 20-250 K
temperature range. ¢) Temperature dependence of the initial
decay time of the PG component. Empty circles, squares and
triangles are data taken at a single photon energy, full circles
are obtained through SVD analysis of the full spectrum. To
improve the signal-to-noise ratio in this low-fluence measure-
ments the PG component is measured at 1.08 eV below T¢
and at 1.55 eV above. For the same reason the SC component
is measured at 1.55 eV instead of 0.5 eV, as the PG signal re-
mains negligible also at this photon energy in the low-fluence
limit. Dashed lines are guides to the eye.

The detailed temperature dependence of the PG com-
ponent dynamics can be measured at 1.08 eV (Fig. 3),
where the highest contrast is obtained over the SC com-
ponent, as previously discussed. The absence of a long
decay signal (for ¢ > 5 ps) further confirms that the SC
component remains negligible up to T¢. The initial rel-
ative perturbation of both PG and SC components is
shown in Fig.3b as a function of temperature. The trend
of the perturbation amplitude of the SC phase is related
to the temperature dependence of the equilibrium SC or-
der parameter [18]. Instead the suppression of the PG is
inversely proportional to the SC order parameter, with a
sharp transition at T¢. A similar transition can be ob-
served in the initial relaxation timescale, which becomes
~ 2 times faster just below T (Fig. 3c) and below the
critical fluence, f5¢ [22], i.e., when the superconduct-
ing state is non-thermally quenched [18]. Since the non-
thermal quenching of the superconducting phase is driven
on a timescale faster than the lattice heating, this result
demonstrates that the observed changes in the PG dy-



namics are a genuine result of the interplay between the
PG and SC phases without any role played by the lattice
temperature.

In summary the main changes to the PG component
dynamics that sharply occur once the SC phase sets in
are: 1) the perturbation decreases by about a factor of
two at constant pump fluence (10 pJ/cm?), ii) the initial
relaxation dynamics proceed about 2 times faster, iii) a
slightly negative variation is observed after about 0.5 ps.

These results can be consistently interpreted within
a two-component time-dependent GL model, under the
assumption that the pseudogap has a broken symmetry
[5, 28, 29]. In facts an increasing number of experiments
suggest the presence of an order parameter in the pseudo-
gap phase, i.e., below T* [30, 31]. Remarkably the onset
temperature of the PG component measured in this work
(Fig. 3b) exactly coincides with the T* reported on sim-
ilar samples [31]. The nature of this order parameter is
still under debate, and the discussion will be kept at the
most general level, considering the only assumption that
Psc and Ype are two complex order parameters that
break different symmetries. In this case the lowest-order
symmetry-allowed GL functional is [8, 29]:

F = agclysc|® + Bsclvsc|* + apclvpa* +
+Bpclvrc|* + WlvscPlvrc)?  (2)

where the GL expansion is up to quartic order, with oy
and B as expansion coefficients, and the interaction term
couples the squares of the order parameters, with sign
and strength determined by W. The kinetic equation for
each order parameter can be obtained through the rela-
tion dy/dt = —yOF /O*, where v is a constant kinetic
coefficient [32]. Following Refs. 33 this expression can
be linearized for small perturbations of the PG and SC
order parameter amplitudes, yielding a set of differential
equations of the same form as Eq. 1 which reproduce the
data reported in this Letter [22].

This simple model is not comprehensive [33, 34], but
it captures the main physics of the coupling between
the two relaxation dynamics. The mixed term contains
some crucial information, as its sign directly derives from
W. A positive mixed term implies a repulsive coupling
W, and in turn a competition between order parame-
ters. Fig.4 shows the non-equilibrium PG phase dynam-
ics predicted by the time-dependent GL model for three
different couplings W. The results reported here clearly
correspond to the repulsive, W > 0, case.

To obtain a quantitative estimate of the strength of
the coupling it is possible to calculate the dimensionless
ratio

E _ W \/ascapg — O (W) (3)
T2 \2B8scPfra  —asc — O (W)

where the terms of higher order, O (W), can be ne-
glected for small W. By considering the experimental
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FIG. 4. Dynamics of the PG order parameter obtained from
the time-dependent GL model (see text) for the case of three
different couplings, repulsive (W > 0), attractive (W < 0)
and no interaction (W = 0). The repulsive (W < 0) case
better reproduces the experimental data (Fig.2 and 3). A
schematic representation of the order parameter dynamics af-
ter photoexcitation is shown on the right side. The height
of the brown (green) symbols indicates the amplitude of the
PG (SC) order parameters. Due to the different relaxation
timescales, after ~ 2 ps (lower panel) only the PG order pa-
rameter is close to the equilibrium value and exhibits a small
enhancement due to the repulsive interaction with the SC or-
der parameter.

values of 795 and 71 and by using the parametriza-
tion reported in [9], it is possible to estimate the ratio
W/\/BscBpa ~1072. A ratio smaller than 1 indicates
that phase competition is weak enough to allow the co-
existence of PG and SC phases [8], therefore rationalizing
the apparent dichotomy of coexistence and competition
reported in the literature [10, 12, 15].

In conclusion, ultrafast broadband transient re-
flectivity experiments allow to identify and measure
the dynamics of PG and SC phases in underdoped
BiySraCag.92Y0.08Cuz0g4 s single crystals (T. = 85 K),
by disentangling their spectro-temporal signatures in the
out-of-equilibrium reflectivity data. The results prove
the existence of a coupled dynamics for the PG and for
the SC order parameter. The data, interpreted within a
time-dependent GL approach under the assumption that
the PG phase has a broken symmetry, suggest a weak
positive interaction between the order parameters, lead-
ing to the coexistence of the two competing phases. The
ability to quantitatively estimate these coupling param-
eters paves the way for further applications of ultrafast
broadband reflectivity to a variety of complex systems
characterized by interacting, yet coexisting, phases [2—
4, 6, 7].
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