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We consider the time-reversal invariant Hofstadter-Hubbard model which can be realized in cold
atom experiments. In these experiments, an additional staggered potential and an artificial Rashba–
type spin-orbit coupling are available. Without interactions, the system exhibits various phases such
as topological and normal insulator, metal as well as semi–metal phases with two or even more Dirac
cones. Using a combination of real-space dynamical mean-field theory and analytical techniques,
we discuss the effect of on-site interactions and determine the corresponding phase diagram. In
particular, we investigate the semi–metal to antiferromagnetic insulator transition and the stability
of different topological insulator phases in the presence of strong interactions. We compute spectral
functions which allow us to study the edge states of the strongly correlated topological phases.

PACS numbers: 67.85-d, 37.10.Jk

Introduction.— Ultracold quantum gases trapped in
optical lattice potentials provide insight into strongly cor-
related condensed matter systems. Examples are the
Mott-superfluid transition, the dynamics of the Hub-
bard model after a quench of parameters and the sim-
ulation of quantum magnetism [1]. Striking is the pre-
cise experimental control over almost all system parame-
ters, including the particle-particle interaction strength.
Simulating more traditional electronic condensed matter
systems, however, is complicated by the fact that cold
atoms are charge neutral, and their center of mass mo-
tion is thus not affected by external magnetic or electric
fields (apart from trapping potentials). An experimental
breakthrough was thus the engineering of so-called “arti-
ficial” gauge fields, which give rise to effective magnetic
or electric fields for the neutral particles [2]. Remark-
ably, they may even be generalized to simulate spin-orbit
couplings or non-Abelian fields [3]. The effective electro-
magnetic fields and couplings can be large, which allows,
for example, to realize the quantum (spin) Hall effect in
a completely new experimental context [4–8].

The underlying idea of realizing time-reversal invari-
ant two-dimensional (2D) topological phases with cold
atoms is as simple as it is fundamental [4, 8]. Con-
sider the (integer) quantum Hall effect (QHE) on a 2D
square lattice where an external magnetic field along the
z–direction breaks time-reversal and translational sym-
metry. The single particle spectrum for arbitrary mag-
netic field strength – having the shape of a butterfly –
was first computed by Douglas Hofstadter [9] since then
referred to as the Hofstadter butterfly. If the magnetic
flux per plaquette is a rational number α = p/q, in units
of the Dirac flux quantum Φ0 = h/e, the system remains
translationally invariant with an enlarged unit cell of q
lattice sites. The spectrum consists of q energy bands
and in all energy gaps one finds a finite Chern number C
and correspondingly |C| chiral edge modes per edge. In-

terestingly, for even values of q the system is a semi-metal
at half-filling and exhibits q Dirac cones.

To restore time-reversal symmetry we can imagine
applying a magnetic field in the z–direction that only
couples to the up-spins and a second field of the same
strength but opposite direction that only couples to the
down-spins. We thus end up with a spinful and time-
reversal invariant (TRI) version of the fundamental Hof-
stadter problem. Remarkably, such a scenario is feasible
using cold-atoms in artificial gauge fields [4, 5]. Thus, the
semi-metallic Dirac dispersion for even q becomes a gen-
eralization of graphene with a tunable number of Dirac
cones. Energy gaps which were crossed by a single chi-
ral edge mode in the QHE setup are now traversed by a
helical Kramer’s pair of edge states, corresponding to a
topological insulator phase. Note that one can use the
same Gedankenexperiment to construct the Kane–Mele
model [7] from two time-reversed copies of Haldane’s hon-
eycomb model [10]. The Kane–Mele model with addi-
tional Hubbard interaction has recently been intensively
studied [11], in contrast to the Hofstadter problem.

In this Letter we study the effect of interactions in
the (TR-invariant) Hofstadter-Hubbard model using real-
space dynamical mean-field theory (RDMFT) [12]. We
explain our numerical results using analytical arguments.
We consider interaction effects on both (semi-)metallic
and gapped topological phases. Although Z2 topolog-
ical insulators are known to be robust against disor-
der [13, 14], rigorous and general results about the fate
of topological insulators in the presence of Coulomb
or Hubbard interactions are limited [15]. Some three–
dimensional materials of the iridate family are possi-
ble candidates for systems where strong spin–orbit cou-
pling and Coulomb interactions compete [16, 17]. In 2D,
however, topological insulator phases have so far only
been found in HgTe/CdTe quantum wells [18, 19], where
Coulomb interactions seem to be negligible.
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Interacting TRI Hofstadter problem.— The TRI
Hofstadter-Hubbard model is described by the Hamil-
tonian

H =−
∑
j

{
txc
†
j+x̂cj + tyc

†
j+ŷ e

i2παxσz

cj

+ h.c.
}

+
∑
j

Unj,↑nj,↓ , (1)

where c†j = (c†j↑, c
†
j↓) at lattice site j = (x, y), σz is a Pauli

matrix and x̂ = (1, 0), ŷ = (0, 1) are unit vectors. tx (ty)
is the hopping amplitude in x(y–) direction. We focus
on isotropic hopping tx = ty = t here, and express all
energies in units of t ≡ 1. The value of α determines the
strength of the (artificial) magnetic field for either spin
species which penetrates a lattice plaquette in units of
the Dirac flux quantum. The on-site interaction strength
U can be experimentally tuned by Feshbach resonances
and by adjusting the lattice depth. For U = 0 this model
was studied in Ref. 4 (for experimental details see Suppl.
Mat.).

We first consider the TRI Hofstadter-Hubbard prob-
lem for general α = p/q at half filling. For q odd the
system is metallic with a nested Fermi surface, and anti-
ferromagnetic Néel order occurs for infinitesimally small
interaction U = 0+ as for the ordinary square lattice.
For q even the situation is very different because the sys-
tem is a semi–metal (SM) at half filling [20]. The non-
interacting bandstructure exhibits q Dirac cones (with a
multiplicity of 2 due to spin) which are separated by mo-
mentum 2π/q in momentum space. The α = 1/2 case is
thus very similar to graphene (but note that the coordi-
nation number is z = 4 rather than z = 3). For smaller α
on the other hand the system embodies a generalization
of graphene with a tunable number of valleys.
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FIG. 1. (color online). Magnetization m = n↑ − n↓ in the
Néel state is plotted versus interaction strength U . We show
results for α = 1/2 (blue), 1/4 (red), 1/6 (magenta), 1/8
(black), and 1/10 (green). Inset: Fermi velocity 2πvF (red
symbols) for different α = 1/q is shown versus q. Uc (blue
symbols) obtained within RDMFT versus q is also shown.
Magenta line is a fit of vF to ∝ 1/q and cyan line of Uc to
∝ 1/q2. Note that odd q denominators exhibit Uc = 0+ due
to a nested Fermi surface.

We investigate the SM–insulator transition for various
α = 1/q (q even) within RDMFT. In Fig. 1, the mag-
netization is shown as a function of interaction U . The
insulating phase for U > Uc is antiferromagnetically (AF)
ordered with a magnetization pointing in the z–direction
and an ordering wave-vector Q = (π, π). We find that
the critical value of Uc to enter the insulating and mag-
netically ordered phase decreases for increasing q. This
is expected from the increased scattering that can take
place between the cones. At Uc we also observe a simul-
taneous opening of the single particle gap. Within our
approach we thus find no sign of an intermediate non-
magnetic gapped phase.

To understand the behavior of Uc(q) we make use of
Herbut’s argument [21]. Herbut considers graphene and
studies the SM–insulator transition within a large-N ap-
proach, and finds that Uc depends on 2N , the number
of Dirac cones (N refers to the spin degeneracy), and
the Fermi velocity vF as Uc ∼ vF /2N . As shown in de-
tail in the Supplementary Material, we are able to match
our results with Herbut’s analysis by replacing the Fermi
velocities and 2N = qN . In fact, from the bandstruc-
ture at U = 0 we find vF ∝ 1/q. Consequently, setting
N = 2 for spin-1/2 particles, Uc should exhibit a 1/q2

behavior which agrees very well with the RDMFT data;
see inset of Fig. 1. We further note that we find that
Uc(α = 3/8) < Uc(α = 1/8), which is in agreement with
the analysis above since vF (α = 3/8) < vF (α = 1/8).

Specific cold atom setup.— We now consider two addi-
tional terms in the Hamiltonian that are available in the
cold-atom setup [4, 5]: a staggering of the optical lattice
potential along the x–direction

Hλ =
∑
j

(−1)xλxc
†
jcj , (2)

and a Rashba-like spin-orbit coupling that breaks axial
spin symmetry. It is introduced via replacing in Eq. (1)

tx → tx exp(−i2πγσx) . (3)

We first study the effect of finite λx and γ on the magnetic
ordering.
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FIG. 2. (color online). Real space magnetization profile m(x)
in Sy–Sz plane for α = 1/6, U = 5, λx = 0, and γ = 0.125
(a) and γ = 0.25 (b), respectively.
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FIG. 3. (color online). (a) EF –λx–phase diagram at γ = U = 0. (b) U–λx–phase diagram at nF = 2/3 and γ = 0. (c)
λx–γ–phase diagram at half filling nF = 1 and U = 0. (d) U–λx–phase diagrams at EF = 0 for various values of γ [indicated
by arrows in part (a)] and inverse temperature β = 20. We find (semi–)metal (red), normal insulator (NI) (green), topological
insulator (QSH) (blue), and magnetically ordered phases (purple).

Tunable magnetism.— For γ = 0, increasing λx in-
creases Uc but does not change the type of magnetic or-
der. Finite γ does, however, change the type of magnetic
order in general. To demonstrate this we consider fixed
U = 5 at α = 1/6 and calculate the magnetization in
real space for various values of γ ∈ [0, 0.25]. The spin
operators are defined in terms of the fermionic operators
as usual as Sj = 1

2c
†
jσcj with σ = (σx, σy, σz). We show

the magnetization pattern for γ = 0.125 and γ = 0.25
in Fig. 2 obtained within RDMFT. We obtain similar re-
sults for other values of α and γ. For γ = 0.125, the
magnetization lies in the Sy–Sz plane, has a periodic-
ity of six (two) lattice sites along x(y) and reads explic-
itly m(x) = Stot(x) cosπy

(
0,− cos(πx3 + η), sin(πx3 + η)

)
with η = 0.39 sin πx

3 cos πx3 . The magnetization makes
angles of {0◦, 70◦, 110◦, 180◦, 250◦, 290◦} in the Sy-Sz-
plane (spiral order). For γ = 0.25, the magnetic order
is given by m(x) = Stot(x)(0, 0, cosπy) (collinear order).
Quantum fluctuations reduce the size of the magnetiza-
tion Stot < 1/2, which depends not only on the parame-
ters α, γ and U/t, but is also spatially staggered for in-
termediate values of U/t (see Fig. 2). The staggering de-
creases for larger values of U/t. More importantly, tuning
the parameter γ we pass from Néel to spiral to collinear
order crossing two magnetic quantum phase transitions.

We can qualitatively understand this type of magnetic
order by rigorously deriving a quantum spin Hamiltonian
for even stronger interactions when charge fluctuations
freeze out at half filling (see Suppl. Mat. for details)

H = Jx
∑
j

{
Sxj S

x
j+x̂ + cos(4πγ)

[
Syj S

y
j+x̂ + Szj S

z
j+x̂

]
+ sin(4πγ)

[
Szj S

y
j+x̂ − S

y
j S

z
j+x̂

]}
+ Jy

∑
j

{
cos
(
4παx

)[
Sxj S

x
j+ŷ + Syj S

y
j+ŷ

]
+ Szj S

z
j+ŷ

+ sin(4παx)
[
Syj S

x
j+ŷ − Sxj Syj+ŷ

]}
(4)

where Ji = 4t2i /U . The first part describes spin ex-
change in x–direction. For γ = n/2 with n ∈ Z we ob-
tain a simple antiferromagnetic Heisenberg term. Other
values of γ, however, break SU(2) symmetry and cause
anisotropy of XXZ–type with Sx as anisotropy direc-
tion in spin space. For γ 6= n/4 there is an additional
Dzyaloshinskii-Moriya (DM) interaction term in the YZ-
plane, which is responsible for the spiral spin order in
Fig. 2(a). Spin exchange in the y–direction is periodic
with an extended unit cell in the x–direction depending
on the flux α = p/q: for odd q the unit cell contains q
lattice sites, but for even q it only contains q/2 lattice
sites, reflecting second order perturbation theory. For
instance, one finds for the π–flux lattice (α = 1/2) an or-
dinary Heisenberg exchange term. For other values of α
the XY–term exhibits a modulation of its amplitude de-
pending on α, while the Z–term always favors AF Ising
order. The rich magnetic order predicted by the spin
Hamiltonian is in agreement with our RDMFT findings.

Topological insulators.— Let us now turn to the study
of interaction effects on the gapped phases. For U = 0,
we distinguish the normal (NI) and topological (TI) insu-
lating phases by calculating the Z2 invariant ν using Hat-
sugai’s method [22]. For U > 0, we identify the phases
by computing the spectral function in a cylindrical geom-
etry using RDMFT and counting the number of gapless
helical edge states crossing the bulk gap (for technical
details we refer to the Supplementary Material). The TI
phase exhibits an odd number of helical Kramer’s pairs
per edge while the NI phase an even number (includ-
ing zero). Edge states are also crucial for detection of
topological phases in cold-atom experiments, and we nu-
merically study how robust they are with respect to in-
teractions. In the following, we focus on fixed α = 1/6,
which qualitatively captures all phenomena that occur in
this system for general α = p/q.

In the axial symmetric case of γ = 0 there exist TI
phases only away from half filling, since the system is a
(semi–)metal for nF = 1 (and not too large λx, U). This
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is shown in Fig. 3(a), and is expected as the spinless Hof-
stadter problem at α = 1/6 exhibits a QHE with Chern
number C = ±2 for EF in the two energy gaps closest
to zero and a QHE with C = ±1 for EF in the other
gaps. The Chern number corresponds to the number of
chiral edge modes in an open geometry. In the present
time–reversal invariant system we thus find an according
number of helical Kramer’s pairs within the gaps.

For a filling of nF = 1/3, 5/3 the system is thus a TI.
We observe this topological phase to be stable even for
large interactions up to U = 10. We can induce a NI–
TI phase transition in the other gap for nF = 2/3, 4/3
by applying a large enough staggered lattice potential
λx ≥ 1 [see Fig. 3(a)]. Fixing nF = 2/3 we now turn on
interactions, and observe that this phase is quite stable
as shown in Fig. 3(b). Eventually, large enough inter-
actions reverse the effect of the staggering potential and
drive the system into the NI phase. Note that a static
Hartree-like approximation (red dashed line) yields com-
parable results for small U but overestimates the effect
of staggering for larger values of U .

A topological phase at half filling occurs only if we
break the axial symmetry in the system by considering
γ > 0. We present the non-interacting λx–γ phase dia-
gram in Fig. 3(c) [4]. The interacting λx–U phase dia-
gram for different values of γ, which is shown in Fig. 3(d).
Both semi-metal and QSH phases are robust up to inter-
actions of order U ' 3 − 5, at which point larger in-
teractions drive the system into a magnetically ordered
state. Prominently, we observe an interaction–driven NI
to QSH transition for γ = 0.25 and λx & 1.5, and a
metal-QSH transition for 0.22 ≤ γ < 0.25 and λx & 1.

Using RDMFT for a cylinder geometry, we are able to
directly observe the behavior of the edge states in the
interacting system. Gapless edge states are key to differ-
ent detection schemes of topological phases in cold-atom
systems [23, 24]. Since topological phases are uniquely
characterized by their helical edge states [25], a probe
of these states is the most direct measurement [4, 26].
In Fig. 4, we give an example of the spectral function
A(ky, ω) for the interaction driven NI-QSH transition at
γ = 0.25, λx = 1.5. For U = 0.5, we find no gapless
edge modes that are connecting the two bulk bands, cor-
responding to NI, while at U = 2 we clearly find a single
pair of helical edge modes traversing the bulk gap, which
corresponds to the QSH phase.

Conclusion.— We have investigated the TRI
Hofstadter-Hubbard model using RDMFT comple-
mented by analytical arguments. We quantitatively
determine the interacting phase diagram including two
additional terms available in the cold-atom experiment,
a lattice staggering and Rashba-type spin-orbit coupling.
Interactions drive various phase transitions. Similar to
graphene, we find that a semi-metal at half-filling turns
into a magnetic insulator at a critical finite interaction
strength. Rashba-type spin-orbit interactions lead to

4

topological phase appears at EF = −t for γ = 0 and
λx ≥ t [see Fig. 2(b)]. Upon turning on interactions
this phase is quite stable as shown in Fig. 2(c). Even-
tually, large enough interactions reverse the effect of the
staggering potential and drive the system into the NI
phase. Note that a static Hartree-like approximation
(red dashed line) yields comparable results for small U
but overestimates the effect of staggering for larger val-
ues of U . At EF = −2t there is a topological phase
which we observe to be stable even for large interactions
up to U/t = 10. At half filling EF = 0, we calculate
the interacting λx–U phase diagram for different values
of γ. Both semi-metal and QSH phases are robust up
to interactions of order U/t � 3 − 5. Large enough in-
teractions drive the system into a magnetically ordered
state. A qualitative understanding of the interacting
phase diagram follows from the observation that inter-
actions mainly reverse the effect of staggering. Promi-
nently, we observe an interaction driven NI to QSH tran-
sition for γ = 0.25 and λx � 1.5t, and a metal-QSH
transition for 0.22 ≤ γ < 0.25 and λx � t.

We identify the topological phase in the interacting
system by computing the spectral function for a cylin-
der geometry using RDMFT and counting the number
of edge states crossing the bulk gap. In Fig. 3, we show
the spectral function for the interaction driven NI-QSH
transition at γ = 0.25, λx = 1.5t. For U = 2t CHECK
VALUE!, we find no edges states in the system, corre-
sponding to NI, while at U = 5t CHECK VALUE! we
clearly find a single edge mode traversing the gap, which
corresponds to the QSH phase.

Edge states are key to different detection schemes of
topological phases in cold-atom systems [19]. Since topo-
logical phases are uniquely characterized by their helical
edge states [20], a probe of these states is the most direct
measurement [9, 21]. We have explicitly checked that the
edges states are robust with respect to interactions also
in the presence of a finite trapping potential V (x) ∼ |x|δ
as long as δ ≥ 4 [22], which is experimentally feasible.

CONCLUSION

In conclusion, we have calculated the effect of on-site
Hubbard interactions in the spinful and time-reversal
invariant Hofstadter problem. We consider additional
terms that can be realized by artificial gauge fields in
a cold-atom realization of the system and break trans-
lational and axial spin symmetry. We find a rich phase
diagram with interactions driving the system into various
magnetically ordered phases. We explicitly show the sta-
bility of both topological and semi-metallic phases with
respect to weak–to–intermediate interactions, and verify
the existence of robust helical edge states in the strongly
correlated QSH phase, which can be exploited for exper-
imental detection of this phase.

FIG. 3. (color online). Spectral function A(ky,ω) of interact-
ing system clearly distinguishing between (a) NI phase with
no edge states traversing the bulk gap at U = 2t CHECK
VALUE! and (b) QSH phase at U = 5t CHECK VALUE!
with a single pair of edge mode within the bulk gap charac-
terizing a QSH phase. Both plots are for α = 1/6, γ = 0.25
and t = 1.
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