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We study correlations between neutral and ionic states in strong-field molecular ionization. We
compare predictions based on Dyson orbital norms and quasi-static semiclassical tunneling theo-
ries (Keldysh and MO-ADK) with more detailed calculations of strong-field ionization which take
into account i) the Coulomb interaction between the outgoing continuum electron wave packet
and the remaining bound electrons and ii) electron-core interactions that cause distortions of the
electronic continuum states during the ionization event. Our results highlight the prominence of
electronic rearrangement effects in strong-field ionization with intense ultrafast laser pulses, where
the outgoing continuum electron can cause electronic transitions in the parent ion. Calculations and
measurements for excited uracil molecules reveal the breakdown of Keldysh-weighted Dyson norm
predictions for ionization to different states of the molecular cation in the strong-field regime.

PACS numbers:

Strong-field ionization of molecules is at the forefront
of ultrafast atomic, molecular and optical science [1–6].
It is a key ingredient in the initiation of attosecond elec-
tron dynamics [7, 8] and in the production of attosecond
pulses in the soft x-ray region of the spectrum [9–12].
It is the first step in high-harmonic generation (HHG)
spectroscopies [14, 15], and is also an important tool for
probing molecular dynamics in time-resolved ionization
measurements [13]. Finally, it is sensitive to, and can
therefore serve as a probe of, electron correlation [16, 17].

While strong-field ionization of atoms and high har-
monic generation received considerable attention in the
late 1980s [18], there has been a resurgence of inter-
est in strong-field molecular ionization in the past few
years. Unlike weak-field photoionization, the description
of the light matter interaction in the strong-field low-
frequency regimes requires non-perturbative, typically
timer-dependent approaches. To date, quasi-static tun-
neling theory [19–23] has been used as the basis for most
popular models of molecular ionization [24–28]. While
there has been much success in modeling the ionization of
small (mostly diatomic) molecules, our understanding of
multielectron dynamics in polyatomics is just developing
[29]. The central theme of attosecond science is to mea-
sure electronic structure and dynamics in real-time, much
as femtochemistry allowed direct measurement of nuclear
dynamics on nuclear timescales. Multielectron dynam-
ics are then of central importance in attosecond science
and are expected to play an even more important role in
larger molecules, where, for example, closely spaced ionic
states allow for strong field ionization from multiple or-
bitals [30]. Many recent studies on strong-field and HHG
spectroscopies cite the goal of measuring multielectron
structure and dynamics in molecules as a motivating fac-
tor [14, 31–33]. However, these same studies typically use
simple semiclassical and/or single-active-electron models

to interpret the experimental measurements.

In this work we investigate the distribution of final
ionic states after ionization - i.e. from which orbitals
were electrons removed during ionization. Ionization is
the first step in HHG, and a quantitative understanding
of which cation states are accessed following ionization is
crucial for a correct interpretation of the HHG spectra.
Several recent papers (in addition to some work in the
early 1990’s) have addressed the issue of removing elec-
trons from orbitals below the highest occupied molecular
orbital (HOMO) [34–36]. While it has been established
that ionization of more deeply bound electrons can oc-
cur in the strong field of an ultrafast laser pulse, there is
currently no general understanding of which final states
of the cation are populated, and with what probability.
We compare three methods for predicting ionization to
different ionic states of the molecular cation: Keldysh-
weighted Dyson orbital norms, molecular ADK (MO-
ADK) theory [26], and numerical calculations based on
a time-dependent mixed orbital/grid-based method out-
lined in Ref. [37]. We apply the methods to calculate
ionization yields from the three lowest singlet states of
uracil to the lowest 8 doublet cation states. These cal-
culations are compared with experiments on strong-field
ionization of pre-excited uracil. Experimental measure-
ments are in closer agreement with the detailed numeri-
cal computations and disagree with predictions based on
Dyson orbital norms and quasi-static tunneling. These
results expose a central weakness in standard models be-
ing applied to molecular strong-field ionization, and point
to theoretical challenges that need to be addressed if at-
tosecond science and HHG spectroscopies are to live up
to the promise of measuring electronic structure and dy-
namics.

Koopmans’ correlations [38], used in several recent
studies [13, 39], are a simple way of predicting the fi-
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nal state of an ionization process. They are based on
Hartree-Fock theory, where only one electronic config-
uration is considered for each of the neutral or ionic
states involved. The validity of the frozen orbital ap-
proximation is assumed as well, where ionic one-electron
orbitals do not differ from their neutral counterparts, so
that ionization is viewed as a removal of an electron from
a single orbital, without any changes to the rest of the
molecule. As Hartree-Fock theory does not capture the
true multi-electron nature of the molecular wave func-
tion, and the frozen orbital approximation is frequently
not valid, Koopmans’ correlations can fail, even in the
simplest case of weak field ionization.

In order to improve upon Koopmans’ correlations in
predicting final ionic state distributions, one can calcu-
late a set of Dyson orbital magnitudes associated with
the accessible ionization channels. Dyson orbitals are
one-electron orbitals obtained by projecting a final ionic
(N − 1 electron) state, ψn (the nth ionic state), onto
the initial (N electron) neutral state, ψm: |ψDyson〉 =√
N〈ψN

m(r1, r2, ..., rN )|ψN−1
n (r1, ..., rN−1)〉. Since |ψN

m〉
and |ψN−1

n 〉 are multielectron eigenstates of the neu-
tral and the ionic Hamiltonians, both contributions from
multiple configurations and orbital relaxation are taken
into account. In the limit of weak field ionization, it
can be shown that the probability of ionizing to a given
ionic state from an initial neutral state is proportional to
the corresponding Dyson orbital amplitude [40]. In the
case of strong-field ionization, the simplest approxima-
tion yields a probability of ionizing to a particular ionic
state given by the product of the Dyson orbital magni-
tude and the Keldysh tunneling exponent [21] associated
with the ionization channel.

In order to account for electron rearrangement that
may happen during the ionization process, we turn to cal-
culations of strong-field ionization yields that go beyond
the standard strong field approximation. The calcula-
tions, described below, utilize a more detailed descrip-
tion of the outgoing electron’s interaction with the re-
maining cation. Our numerical multielectron strong-field
ionization calculations, referred to as the time-dependent
resolution-in-ionic states (TD-RIS) method, are carried
out using the mixed orbital/grid-based formalism out-
lined in Ref. [37]. Further details are provided in the
supplementary material.

We use a Ti:sapph laser (1 mJ, 1 kHz, 30 fs, 785 nm)
in conjunction with a Mach-Zender interferometer and
a time-of-flight mass spectrometer (TOFMS) to per-
form pump-probe measurements of dissociative ioniza-
tion yields. Gas-phase uracil molecules are obtained by
sublimation of powdered uracil at ∼ 140◦C, which was
admitted into the vacuum chamber as an effusive molec-
ular beam. They are excited (S0−→S2 transition) by
‘pump’ pulses with a central wavelength of 262 nm pulses
(hνpump=4.73 eV), having a pulse duration of about 50 fs,
which are generated by frequency tripling of the laser out-
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FIG. 1: Energies of the relevant neutral and ionic states, along
with the dissociation energies/barriers to dissociation for the
formation of prominent fragments in the TOFMS, measured
from the vertical ionization point. As indicated by the blue
arrow, the pump pulse excites the molecules from S0 to the
first bright state, S2 after which the probe pulse ionizes the
molecules to low lying states of the molecular cation, which
can dissociate to form the fragments shown to the right hand
side of the figure. The experimental energy for S2 is shown
while for the ionic states calculated values are shown.

put. The molecules are then probed by the intense pulses
with a central wavelength of 785 nm (hνprobe=1.58 eV).
The intensities of the UV pulses were 2 − 4 TW/cm2,
with the IR pulses ranging between 7 − 100 TW/cm2.
The Keldysh parameter associated with ionization from
S2 to low lying states of the molecular cation was be-
tween 0.7 and 1.2 for the probe intensities we used in our
measurements. The experiments are thus carried out in
a regime in which the ionization cannot be described in
terms of either tunnel or multiphoton ionization alone.
For more details see [55]. Figure 1 illustrates the ex-
perimental pump probe scheme and shows the relevant
neutral and ionic states.

Ab initio electronic structure calculations, shown in
Fig.1, allow us to associate molecules ionized to a particu-
lar cationic state with fragments in the TOFMS. The left
side of the figure shows the energies, measured from the
vertical ionization point, of the first several ionic states.
The right side of the figure shows the energy required
to produce prominent fragments in the TOFMS (either
the barrier to dissociation or the energy of the fragments
- whichever is higher). A molecule with a total energy
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above the dissociation threshold for a given fragment will
dissociate to form the smallest fragments energetically
allowed [56]. The production of fragment 69 requires
about 2 eV of energy above the D0 minimum, so with-
out any internal vibrational energy, the molecule has to
be ionized to D4 or higher to produce this fragment. If
the molecule acquires some vibrational kinetic energy in
moving away from the Franck Condon (FC) region on S2,
or the molecule has some energy stored in other degrees
of freedom, then ionization to states with energies below
the fragment 69 dissociation threshold can lead to the
detection of 69 in the TOFMS.

To determine which ionic states below D4 can produce
the 69 amu fragment, we considered the vibrational en-
ergy the molecule can acquire through relaxation on the
S2 potential, as well as the thermal energy stored in the
molecules at the operational temperature. Relaxation
from the FC region to the S2 minimum is accompanied
by a gain of up to 0.5 eV in vibrational kinetic energy
[57, 58]. Based on dissociative ionization measurements
of room temperature halogenated methanes, which found
dissociated fragments for excitation energies up to about
0.15 eV below the dissociation energy [56], we estimate
that there is about ∼0.6-0.7 eV of energy in other degrees
of vibrational freedom which is available for dissociation
. This estimate is based on multiplying 0.15 eV by the
ratio of the number of degrees of vibrational freedom in
the two molecules (30/9) and the ratio of the molecular
temperatures (440K/300K). Given the calculated disso-
ciation barriers, fragment energies, relaxation on S2, and
the internal energy stored in the molecule, we conclude
that ionization to states D2 - D4 will lead to the produc-
tion of fragment 69 in the TOFMS. Since the total energy
available for dissociation on a given ionic state may vary
with time delay, and involves the pooling of energy from
multiple degrees of freedom, we also consider how sen-
sitive our interpretation is to which states dissociate to
form 69.

Molecules with energies greater than 4 eV above the D0

minimum can fragment further to produce fragments 42,
41 and 28 [51, 59]. Thus depositing 4 eV or more of en-
ergy into the molecule leads to Dyson-allowed states, but
with enough energy to dissociate into fragments lighter
than 69, making 69 the signature of Dyson-forbidden ion-
ization from S2. Since the calculations only provide rel-
ative yields, the most sensitive probe of the calculations
at our disposal is the change in 69/112 in going from S0

to S2. Thus by looking at how the 69 yield (normalized
to the parent to account for changes in the IP associ-
ated with going from S0 to S2) changes with time delay
(i.e. ionizing from S0 for negative delays and S2 for pos-
itive delays) we can test the Dyson norm predictions for
ionization from S2.

Figure 3 shows the comparison of the state-resolved,
strong-field ionization yields calculated using (i) Dyson
orbital norms weighted by the Keldysh tunneling expo-
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FIG. 2: Pump-probe ion signals for the parent (blue solid line)
and 69 amu (green solid line), and their ratio (red dashed line) 1

0 1 2 3 4 5 6 7
0

0.2

0.4

0.6

0.8

1

D state

Io
n

iz
a

ti
o

n
 Y

ie
ld

 (
n

o
rm

.)

S0

0 1 2 3 4 5 6 7

D state

S1

0 1 2 3 4 5 6 7

D state

S2

 

 
Dyson−Keldysh

MO−ADK

TD−RIS

0 1 2 3 4 5 6 7
0

0.2

0.4

0.6

0.8

1

D state

Io
n

iz
a

ti
o

n
 Y

ie
ld

 (
n

o
rm

.)

S0

0 1 2 3 4 5 6 7

D state

S1

0 1 2 3 4 5 6 7

D state

S2

 

 
Dyson−Keldysh

MO−ADK

TD−RIS

FIG. 3: Comparison of Dyson-Keldysh, MO-ADK, and TD-
RIS calculations for ionization to the various doublet cation
states of uracil starting from the ground state (S0) and first
bright excited state of the neutral molecule (S2).

nent, |〈ψDyson|ψDyson〉| exp[−(2/3)(2Ip)3/2/F0], where
Ip is the ionization potential and F0 is the peak electric
field strength [61], (ii) the MO-ADK method [26], and
the TD-RIS method. Calculations have been carried out
for ionization from the ground state, S0, of the neutral
(left column), and the first bright excited neutral state,
S2 (right panel). Calculations were carried out for the
ground state (S0) equilibrium geometry. For simplicity,
the results of each calculation shown in Fig.3 have been
normalized to make the maximum ionization yield unity,
thus focusing on the relative yields.

In uracil, the low lying states of both the neutral and
the cation have a single dominant configuration, which
allows us to describe the ionic states in terms of in terms
of orbitals that are singly occupied. The first five ionic
states (D0-D4) correspond to removal of an electron from
a single orbital, leaving one singly occupied orbital (’sin-
gle hole’ states). Thus, they have large Dyson ampli-
tudes from the neutral ground state (S0). In contrast,
the excited states S1 and S2, have configurations where
an electron is moved from the HOMO or HOMO-1 to the
LUMO (Lowest Unoccupied Molecular Orbital). Conse-
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FIG. 4: Predicted 69/112 ratios for positive (S2) and nega-
tive (S0) time delays for the TD-RIS calculations and ADK
weighted Dyson orbital amplitudes considering different com-
binations of ionic states leading to fragment 69.

quently they are only Dyson-correlated with one ionic
state that has one singly occupied orbital. If we consider
S2, which corresponds to a HOMO→LUMO excitation,
removal of the LUMO electron will leave the molecule in
the ground state of the ion, which has a single hole in
the HOMO orbital. The removal of any other electron
leads either to a state with three unpaired electrons or
a highly excited state with a double hole in the HOMO.
The lowest states above D0 which are Dyson-correlated
with S2 are D5 and D6, each of which has three unpaired
electrons. We thus look for ionization to states D2 - D4

in order to test for breakdown of Dyson-weighted tunnel-
ing predictions. We focus on short pump-probe delays, at
which the S1 state is not yet populated (via non-adiabatic
coupling between S2 and S1), and essentially all excited
population is in S2.

As Fig. 4 illustrates, the three calculational methods
give very different predictions for the ratio of 69/112
starting from S0 or S2 (corresponding to pre- and post-
excitation pump-probe delays). The Dyson-Keldysh esti-
mate predicts a decrease in the 69/112 ratio in going from
S0 to S2, whereas the TD-RIS calculation results predict
an increase, regardless of whether molecules can disso-
ciate to form 69 starting from D1, D2 or D3. Whether
the MO-ADK predicts an increase or decrease depends
on which cation states are assumed to yield a 69 frag-
ment. The TD-RIS computations consistently give the
largest 69/parent ratio of all three methods regardless of
which states are assumed to form the 69 fragment. Fig.
2 shows the measured ion yields for the 69 amu fragment
and the parent ion, as well as their ratio as a function of
pump-probe time delay. The measurements of the time
dependence of the ratio, which show an increase in the
ratio upon excitation of the S2 state, are in closest qual-
itative agreement with the TD-RIS calculations, but dis-
agree with the Dyson-Keldysh and MO-ADK predictions
which do not uniformly predict an increase in the 69/par-
ent ratio. While the calculations agree with the measure-

ments in predicting an increase in the 69/112 ratio as a
function of time delay, the calculations generally predict
a smaller ratio for both positive and negative delays than
found in the measurements. This may be due to multi-
ple factors, including the fact that the calculations do
not include laser driven coupling between different ionic
states, which may be important in cases where there is
a resonance between D0 and a higher lying ionic state
(such as D3 for uracil, which is about 1.6 eV above D0)
[60]. Although none of the calculation methods predict
a 69/parent ratio ratio as large as seen experimentally,
the TD-RIS shows the largest predicted ratio and hence
is again in best qualitative agreement with experiment.

We demonstrate the breakdown of Keldysh-weighted
Dyson norms in predicting final state distributions for
strong field ionization of a polyatomic molecule. The TD-
RIS method, which utilizes a more detailed treatment of
the electron-ion interaction gives ionization yields to dif-
ferent electronic states of the cation that are in best qual-
itative agreement with our strong-field ionization mea-
surements. These results emphasis the need for the-
oretical tools to go beyond the traditional quasi-static
semiclassical methods, successful in treating strong-field
problems for atoms and small molecules, as strong-field
techniques are applied to polyatomic molecules.
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08ER15983 and DE-FG02− 08ER15984.
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