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We demonstrate quantum bath engineering for a superconducting artificial atom coupled to a
microwave cavity. By tailoring the spectrum of microwave photon shot noise in the cavity, we create
a dissipative environment that autonomously relaxes the atom to an arbitrarily specified coherent
superposition of the ground and excited states. In the presence of background thermal excitations,
this mechanism increases the state purity and effectively cools the dressed atom state to a low
temperature.

PACS numbers:

In practice, quantum systems are never completely iso-
lated, but instead interact with degrees of freedom in the
surrounding environment, eventually leading to decoher-
ence of some states of the system. Precision measure-
ment techniques such as nuclear magnetic resonance and
interferometry, as well as envisioned quantum schemes
for computation, simulation, and data encryption, rely
on the ability to prepare and preserve delicate quan-
tum superpositions and entanglement. The conventional
route to long-lived quantum coherence involves minimiz-
ing coupling to a dissipative bath. Paradoxically, it is
possible to instead engineer specific couplings to a quan-
tum environment that allow dissipation to actually pre-
serve coherence1–3. In this letter, we demonstrate such
quantum bath engineering for a superconducting arti-
ficial atom coupled to a microwave frequency cavity.
Cavity-assisted cooling of the atom is tailored to pro-
duce any arbitrary superposition of ground and excited
states on demand with high fidelity.

The concept of our experiment is shown in Figure 1.
A two-level atom is driven resonantly at frequency ωq.
In the frame rotating at the drive frequency, the two
eigenstates of the system are |±〉 = (|g〉 ± |e〉)/

√
2, with

eigenvalues ±1 of the σx Pauli operator. The energy
splitting between the |+〉 and |−〉 states is given by the
Rabi frequency, ΩR. If ~ΩR � kBTeff , where Teff is
the effective temperature, neither state is thermodynam-
ically preferred. However, by weakly coupling the atom
to a cavity and introducing an additional drive detuned
from the cavity resonance by ∆c = ωd − ωc, the pho-
ton shot noise of the cavity forms a quantum bath for
the atom which can be engineered such that dissipation
drives the atom to the |+〉 or |−〉 state. Here, ωd(ωc) is
the drive (cavity resonance) frequency. For red detuned
drive, (∆c < 0), the cavity dissipation “cools” the atom
to the |+〉 state.

Cavity assisted cooling has been studied extensively
in the context of atomic gases4–7, mechanical objects8–11

and spins12. Similarly, single atoms and qubits have been
used to alter the dissipation environment of a resonator,
leading to lasing13,14, cooling, and amplification15–17.
We demonstrate that cavity cooling can be applied to
the dressed states of a two-level atom, and the dissipa-

tion introduced by the drive may be engineered to re-
lax the system towards any specified point on the Bloch
sphere—a valuable resource in quantum information pro-
cessing. This process is resonant and can produce large
cooling rates.
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FIG. 1: Cavity cooling of a dressed state. A two-level atom is
driven resonantly to form new eigenstates, |+〉 and |−〉 in the
rotating frame. Driving the cavity at ∆c = −ΩR resonantly
enhances the anti-Stokes process relaxing the system to the
|+〉 state.

Our two-level atom is realized using the two lowest
energy levels of a superconducting transmon qubit18,19

with ωq/2π = 5.0258 GHz, dispersively coupled to the
TE101 mode of a 3D superconducting cavity with fre-
quency ωc/2π = 6.826 GHz and linewidth κ/2π = 4.3
MHz. The qubit induces a state-dependent frequency
shift on the cavity of −χσz where χ/2π = −0.66 MHz is
the dispersive coupling strength. Similarly, the qubit fre-
quency undergoes a light (or AC Stark) shift depending
on the intracavity photon number, n̂, with mean value
denoted ω′q = ωq + 2χn̄. The Hamiltonian for the qubit
in the frame rotating at ωq is,

H = −ΩR

2
σx − χa†aσz, (1)

where a†(a) is the cavity photon creation (annihilation)
operator. Transition rates between the |+〉 and |−〉
states are determined from Redfield theory20, Γ± =

[4χ2Snn(∓ΩR)+ S̃yy(∓ΩR)+ S̃′zz(∓ΩR)]/4, where S̃yy '
1/(T1) and S̃′zz ' 2/(Tϕ) are the power spectral den-
sities of noise orthogonal to the x axis in the rotating
frame, and Snn(ω) = n̄κ[(κ/2)2+(ω+∆c)2]−1 is the spec-
tral density of photon number fluctuations in the cavity20
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that characterize the quantum bath. T1 and Tϕ are the
energy decay and pure dephasing times for the qubit, re-
spectively. For ∆c = 0, Snn is symmetric in frequency
and corresponds to an infinite temperature bath. In this
case Snn causes dephasing of the qubit and can equiv-
alently be described in terms of a fluctuating AC stark
shift, or in terms of measurement induced dephasing20,21.
When ∆c 6= 0, Snn is asymmetric and corresponds to a
bath with finite positive (or negative) temperature and
can be used to cool (or invert) the qubit state20. As
illustrated in Figure 1, cooling takes place via inelastic
Raman scattering of pump photons. The most efficient
cooling to the |+〉 state takes place for ∆c = −ΩR where
the anti-Stokes photons are on resonance with the cavity.
At this point the net cooling and heating rates are,

Γ− =
4χ2n̄

κ
+

1

2T2
, Γ+ =

κχ2n̄

(2ΩR)2 + (κ/2)2
+

1

2T2
, (2)

respectively, where T2 = (1/2T1 + 1/Tϕ)−1 = 10.6 µs
is the (lab frame) dephasing rate. In equilibrium with
the cavity bath, the final qubit polarization is given by
detailed balance.

The state of the qubit was probed by measuring the
phase shift of a microwave tone reflecting off of the cavity
at the cavity resonance frequency. The reflected signal
was amplified by a lumped-element Josephson paramet-
ric amplifier (LJPA) operating in phase sensitive mode
which allowed high fidelity, multi-state, single shot read-
out of the qubit state. Our qubit sample exhibited ex-
cited (and higher excited) state population in excess of
what would be expected from the nominal T = 20 mK
environment. For our measurements, we used post se-
lection to disregard the higher excited state populations
which was as much as 12% of the qubit population.

To demonstrate effective quantum bath engineering,
we compare a Ramsey measurement (Fig. 2(a)), to an
experiment in which the qubit was cooled to the |+〉 state.
The Ramsey measurement consisted of two π/2 pulses
detuned by 2.8 MHz from the qubit frequency, followed
by state readout in the σz basis and showed a typical
T ∗2 = 4.9 µs exponential decay of coherence. In Figure
2(b), the cavity was driven to cool the qubit to the |+〉
state. After cooling the state for a variable period of time,
the remaining coherence was measured by applying a π/2
pulse at a frequency detuned by 2.8 MHz from ω′q and
measuring the amplitude of the resulting oscillations in
the ground state population. We note that there is an
initial build up of the coherence over a time scale of less
than 1 µs given by Γ−1 = (Γ+ + Γ−)−1 after which the
system enters a steady state and the coherent oscillations
persist indefinitely.

In Figure 3 we present tomography of the qubit state
after it has come to equilibrium with the dissipative en-
vironment presented by the cavity. The qubit was driven
at a variable detuning ∆q = ωq − ωr, where ωr is the
drive frequency, and at variable cavity drive power de-
tuned from the cavity by ∆c/2π = −9 MHz. The am-
plitude of the qubit drive was fixed to give ΩR/2π = +9
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FIG. 2: (a) Ramsey measurement using detuned pulses. (b)
Cavity cooling to the |+〉 state with −∆c/2π = ΩR/2π = 9
MHz, and n̄ = 3.6. After driving the system at ω′q and ωd for
a variable time, a detuned π/2 pulse transfers the remaining
coherence to the σz basis. High contrast, persistent “Ramsey”
fringes indicate that the qubit has been cooled to the |+〉
state.

MHz on resonance. In Figure 3(a) we display the tomog-
raphy data for 〈σx〉 and 〈σz〉 (note that in the rotating
frame 〈σy〉 = 0). The dashed line indicates the depen-
dence of ωq − ω′q on the drive power, Pd, indicating the
detuning where the drive maintains resonance with the
light-shifted qubit. Following this curve, we plot 〈σx〉
and 〈σz〉 as a function of cavity photon number in Fig-
ure 3(b). When n̄ = 0, Γ+ = Γ− = 1/(2T2) and the
system is completely incoherent. As the number of intra-
cavity photons increases, coherence builds up along the
x direction and saturates around n̄ = 1. The purity of
the cooled state is given by Γ−/(Γ+ +Γ−). The observed
maximum state purity was 70% and was limited by our
state readout fidelity (∼ 90%) and population relaxation
to the second excited state of the transmon. The latter
reduced the measured state purity by up to an additional
∼ 20% depending on the time delay between the tomog-
raphy pulses and the readout. The combination of these
two effects led to a 70-80% reduction in the measured
state purity. Taking into account these reductions, our
measurements are close to the predicted value, plotted as
a dashed line in Figure 3(b).

When |χ
√
n̄| > κ, the system is in a regime of strong

coupling where higher-order and rapidly-rotating terms
that have so far been neglected become significant. To
explore this regime, we performed numerical simulations
of the master equation. These results are shown in Fig-
ure 3(b) as solid blue and gray lines and indicate that
the maximum state purity is reduced compared to the
predictions of Eq. (2) at high drive powers. Based on the
simulation, we estimate that the actual state purity was
94%, which corresponds to an effective temperature in
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FIG. 3: State tomography. (a) Color plots show 〈σx〉 and 〈σz〉 as a function of cavity drive power (Pd = 10 log(n̄) (dB) )
and qubit drive detuning for fixed cavity drive detuning, −∆c/2π = ΩR/2π = 9 MHz. The dashed line indicates the optimal
detuning ∆′q = ω′q − ωr = 0. (b,c) 〈σx〉, 〈σz〉 and the cooling rate are plotted versus n̄ for ωr = ω′q. The dashed lines indicates
the prediction from Eq. (2) which has been scaled by our measurement fidelity of 80%.The solid blue, gray, and green lines
indicate the results of the simulations for 〈σx〉, 〈σz〉 and the cooling rate respectively. Error bars in (c) represent the estimated
error in the exponential fit. (inset in c) 〈σx〉 vs. cooling time for n̄ = 1.4. (d,e) Bloch sphere diagrams indicate that when the
qubit drive is off resonance, the |±〉 states are tilted from the equator of the Bloch sphere. (f) Color plot shows inversion of
〈σx〉 and 〈σz〉 for +∆c/2π = ΩR/2π = 9 MHz.

the rotating frame of Teff = 150 µK for the dressed state.

To quantify the strength of the cavity damping, we
plot the measured cooling rate in Figure 3(c), obtained
by measuring the exponential timescale for buildup of
ensemble population in the |+〉 state as the duration of
the cooling pulse was increased (Fig. 3(c), inset). The
measured rate is in quantitative agreement with Eq. (2),
shown as a dashed line, as long as |χ

√
n̄| < κ. At higher

photon numbers, the observed increase in coherence was
not exponential. In this regime, the system is expected
to exhibit damped oscillations between |−〉 and |+〉 in
analogy with vacuum Rabi oscillations (see the supple-
mentary information).

When the qubit drive is off-resonant, the engineered
dissipation drives the qubit to different points on the
Bloch sphere. As we illustrate in Figure 3(d), the off-
resonant qubit drive creates an effective magnetic field
at an angle θ = arctan(ΩR/∆

′
q) with respect to the z

axis, tilting the |±〉 states from the equator of the Bloch
sphere. Here, ∆′q = ω′q − ωr is the detuning of the AC
stark shifted qubit frequency from the qubit drive. In this
case the cavity dissipation drives the system to the state

obeying σθ|+〉 = (+1)|+〉 where σθ ≡ sin θσx + cos θσz.
When the cavity drive is very weak (Fig. 3(e)) dissi-
pation due to the finite qubit T1 = 10 µs favors the
|−〉 state when ∆′q > 0. In Figure 3(f) we display
qubit state tomography when the cavity drive detuning,
+∆c/2π = ΩR/2π = 9 MHz. In this case the cavity
dissipation inverts the qubit to the |−〉 state.

By driving the qubit off-resonance and altering the cav-
ity detuning to remain equal to the off-resonant Rabi fre-

quency, Ω̃R =
√

Ω2
R + ∆′2q , arbitrary superposition states

of |g〉 and |e〉 can be prepared using the cavity dissipa-
tion. As we show in the supplemental information, the
heating and cooling rates are reduced by (ΩR/∆

′
q)2 since

the qubit drive is no longer resonant. In Figure 4 we dis-
play measurements that demonstrate cooling to arbitrary
latitudes on the Bloch sphere. Figure 4 displays 〈σθ〉 for
θ = {90◦, 43◦, 10◦} for ∆c/2π = −15 MHz and variable
drive power and detuning. For θ = π/2 the cooling is
along x as in Figure 3(a). As θ is decreased (Fig. 4(b-c)),

the optimum cooling occurs for ∆′q =
√

∆2
c − Ω2

R.

For a weak Rabi drive strongly detuned from ω′q, θ ap-
proaches zero, |+〉 ' |g〉, and the cavity dissipation mech-
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FIG. 4: Preparing arbitrary superposition states us-
ing cavity dissipation. Measurements of 〈σθ〉 where σθ ≡
sin θσx + cos θσz for θ = {90◦, 43◦, 10◦}, (a-c), versus drive
power and qubit-drive detuning. The dashed lines indicate
ω′q − ωq. The transparent gray lines indicate the qubit drive

detuning that gives the most efficient cooling, (∆2
c − Ω2

R)1/2.
For θ = 10◦, two sideband transitions are visible correspond-
ing to Raman transitions that leave the qubit in the ground
(lower inset) or excited state (upper inset). The ground state
Raman process (lower inset) involves absorption of a cavity
drive photon, stimulated emission at ω′q + ∆c, and emission
into the cavity at ωc. Two possible processes are labeled by
gray and black arrows.

anism crosses over to ordinary cavity-assisted Raman
sideband cooling transitions similar to the transitions
used to cool atoms22–25 and superconducting qubits26 us-
ing a strong atomic transition to enhance emission at a
specific frequency. Here, the cavity takes the place of the
strong atomic transition. In Figure 4(c), with θ = 10◦,
two “sideband” transitions emerge for Pd > 0 dB. Level
diagrams of the transitions are shown as insets in Fig-
ure 4 indicating that simultaneously detuning the drives
from the cavity and qubit allows selective optical pump-
ing from the ground or excited states. The rates for these
transitions can be calculated using Fermi’s golden rule
and agree with a calculation based on Redfield theory
(see the supplementary information).

As we previously noted, when ∆c = 0, photon num-
ber fluctuations induce dephasing of the qubit in accor-
dance with the theory of quantum measurement20. In
this regime, cavity photons convey information about the
qubit state encoded as a phase shift corresponding to an
elastic scattering event. When the drive is detuned, the
measurement is replaced by an inelastic scattering pro-
cess in which the scattering of a photon into the cavity
heralds a transition to the effective ground state of the
system.

In conclusion, we have demonstrated quantum bath en-
gineering with a model two-level system. The technique
allows arbitrary superposition states of the the system
to be prepared simply with saturating pulses. In con-
trast to measurement based feedback27–30, the technique
is a form of coherent quantum feedback31,32 and is not
limited by the quantum measurement efficiency. State
preparation fidelities in excess of 99.9% are in princi-
ple possible with currently achievable sample parame-
ters (T2 = 150 µs, κ/2π = 2 MHz, ΩR/2π = 50 MHz,
χ/2π = −1 MHz). Future multi-qubit implementations
could enable the preparation of entangled many-body
states suitable for quantum simulation and computation.
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