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Abstract: 

Weak electron-phonon coupling in Au and Cu produces a significant thermal resistance when 

heat flows from a thin Pt layer into a thin Au or Cu layer on picosecond time-scales.  Metal bilayers 

(Pt/Au and Pt/Cu) were prepared by magnetron sputter deposition; thermal transport in the bilayers 

was studied by time domain thermoreflectance (TDTR) in the temperature range 38 < T < 300 K. 

Analysis of heat transfer in the bilayer yields the electron-phonon coupling parameter g(T) of Au and 

Cu. Our results for g(T) are consistent with the temperature dependence predicted by the 1957 two-

temperature model of Kaganov et al., and help bridge the gap between data obtained using pump-

probe spectroscopy at room temperature  and electrical measurements at low temperatures. 
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Coupling between electronic and vibrational excitations underlies a wide variety of phenomena 

in materials physics: electrical resistance [1], superconductivity [2], hot-carrier mobility, phonon-drag 

thermopower [3], radiation damage [4],  and the equilibration rate of an abruptly heated material [5]. 

The emerging field of spin caloritronics is creating a renewed interest in coupling between energy, 

spin and charge degrees of freedom in materials [6-8]. The exchange of thermal energy between 

electronic and vibrational excitations is typically described by “two-temperature models” [2,9] that 

are based on an assumption that the occupation of electronic and vibrational excitations can be 

separately described by two effective temperatures, the electron temperature Te and the lattice 

temperature Tl; and that the heat flux between electrons and phonons can be described by the 

product of a coupling parameter g(T) and the temperature difference (Te-Tl). 

Conventional approaches for measuring g(T) in metals are ultrafast pump-probe optical 

spectroscopy at high temperatures, typically T > 300 K [10-15], and electrical measurements at low 

temperatures, typically T < 4 K [16-18]. In the ultrafast optics approach, a pump optical pulse creates 

a non-equilibrium distribution of electronic excitations. A time-delayed probe optical pulse measures 

the evolution of the electron temperatures through changes in optical absorption [19], optical 

reflectivity, or the strength of optical non-linearities [20]. g(T) is then derived from an analysis of the 

time-dependent signals and an estimate of the electronic heat capacity. In the electrical 

measurement approach, the temperature difference between the charge carriers and the lattice is 

derived from variations in the resistivity or current noise of a metal film as a function of electric field 

[16]. 

Electrical measurements of g(T) cannot be easily extended to T > 4 K because the electrical 

power required to create a significant steady-state temperature difference (Te-Tl) becomes large, and 

the change in the lattice temperature is not known accurately enough to determine (Te-Tl). On the 

other hand, ultrafast pump-probe measurements cannot be easily extended to T < 300 K because the 

equilibration time of the electronic system is not always well-separated from the time-scale for 

thermal equilibration between electrons and phonons [21,22]. This difficulty is aggravated at low 

temperatures because kBT becomes a smaller fraction of the photon energy. Groeneveld and co-

workers measured the electron relaxation times in Au and Ag in the temperature range 10 < T < 300 

K [21]. Because of slow equilibration within the electronic system at low temperatures, they found 
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relaxation times longer by a factor of 2-4 than the relaxation times predicted by a two-temperature 

model. 

In our experiments, we also use ultrafast pump-probe measurements but approach the 

problem differently by indirectly heating the electrons in Au or Cu through contact with an abruptly 

heated layer of Pt. Pt has strong electron-phonon coupling – the electron-phonon coupling 

parameter of Pt is 40 times larger than Au at 300 K [5] – and, therefore, electrons and phonons in Pt 

equilibrate rapidly. The electronic thermal conductance of the Pt/Au interface is large and electrons 

in Au are nearly in equilibrium with the temperature of the Pt layer. Therefore, for short times after 

the Pt layer is heated, only the phonons in Au are out of equilibrium with the other excitations of the 

bilayer. We monitor the transfer of heat from the Pt layer through the Au electrons and into the Au 

lattice. In conventional pump-probe experiments, the relaxation time of the electron gas is given by 

the electronic heat capacity divided by g(T); in our experiments, the equilibration time of the metal 

bilayer is on the order of the lattice heat capacity divided by g(T), a nearly two orders of magnitude 

longer time-scale. Our data for g(T) closely follow the temperature dependence predicted by the 

1957 two-temperature model of Kaganov et al. [9].  The room temperature values are 7.5 × 1016 W 

m-3 K-1 for Cu and 2.8 × 1016 W m-3 K-1 for Au. Elsayed-Ali and co-workers [12] previously reported ~ 1 

× 1017 W m-3 K-1 for Cu.  Electron-phonon coupling in Au near room temperature has been studied by 

many groups; reported values fall in the range 162 4 10g< < ×  W m-3 K-1 [5,21,23,24]. 

We deposited metal bilayers on sapphire substrates by magnetron sputtering. We choose Pt as 

the base layer with strong electron-phonon coupling because the surface of Pt is relatively inert, i.e., 

the binding energy and reactive sticking coefficient of water vapor, the dominant residual gas in our 

deposition chamber, is small [25,26]. We also expect that H2O, O2, and OH species that chemically 

react with the surface will mostly desorb during the deposition of the top layer since the metal-metal 

bonding is much stronger than the binding of these species to the metals. After the deposition of the 

Pt layer, we close a shutter in front of the sample, sputter the Au or Cu target for 20 s, and then 

open the shutter to deposit the top metal layer. 

We have not attempted to characterize carbon or oxygen contamination of the buried 

interfaces—in general, characterization of light element contamination of interfaces is a challenging 
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task. We do not require, however, that the interfaces are completely free of contaminants. We only 

require that the electronic thermal conductance of the interface [27,28] is sufficiently large, see the 

discussion below. 

The base pressure of the chamber was < 1 × 10-7 Torr and the deposition rates of the metals 

were 10 nm/min.  A 20 nm Pt layer deposited on sapphire had an electrical resistivity of 19 ± 0.5 μΩ 

cm, approximately twice the intrinsic value. Assuming that the electrical conduction in the bilayer 

acts in parallel, the electrical resistivities of the Au and Cu layers are 4.0 ± 0.5 and 4.3 ± 0.5 μΩ cm, 

respectively, and a factor of ≈ 2 larger than the intrinsic resistivity of the pure metals. 

We used X-ray reflectivity (XRR) to determine thickness and the morphology. The Cu X-ray 

source has a beam divergence of 0.15 mrad. XRR data for the Pt/Au and Pt/Cu bilayers and model fits 

are shown in Fig. 1. The free parameters in the fits are the thickness of the metal layers, the 

roughness of the metal-metal interface σi, and the roughness of the top surface σs. For the Pt/Au 

bilayer, fits to the data give σs = 0.47 nm, hAu = 20.6 nm, σi = 0, and hPt = 20.2 nm. For the Pt/Cu 

bilayer, we find σs = 1.3 nm, hCu = 19.6 nm, σi = 0.4 nm, and hPt = 20.0 nm. The uncertainty of the 

thickness of metal layers is < 1 nm.  The small values of the surface and interface roughness confirm 

that the layer thicknesses are uniform and that the morphology of the Pt/Au and Pt/Cu interfaces 

are nearly planar. 
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Figure 1. X-ray reflectivity data (filled circles) and model fits (solid lines) for (a) Pt/Au sapphire 

and (b) Pt/Cu sapphire. The model fits are shifted down by a factor of 100 for clarity. 

 

We use time domain thermoreflectance (TDTR) to characterize heat transfer in the bilayer 

samples [29]. In a TDTR experiment, a pump optical pulse heats the sample and the evolution of 

temperature in the sample is measured by a time-delayed probe pulse through the temperature 

dependence of the optical reflectivity. We pump and probe the bilayer from the Pt side, i.e., the 

pump and probe beams pass through the sapphire substrate.  The rms radii of the focused beams 

are both 10.3 μm. We calculate using a multilayer optical model that only a small fraction of the 

energy in the pump beam, ≈ 1%, is absorbed in the Au or Cu layer; the Pt layer absorbs ≈ 45% of the 
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energy. Measurements were carried out in an optical cryostat. A pump beam of 20 mW was used 

above 100 K; below 100 K, we used a pump laser power that is approximately proportional to 

temperature: 2 mW at 36 K increasing to 5 mW at 73 K. The power of the probe beam was ½ the 

power of the pump beam. The maximum temperature excursion (per pulse heating) of the Pt layer 

was always smaller than 13% and half of the maximum temperature excursion was added to the 

base temperature as a correction. 

 Because the metal layers are thin, even a small amount of ice condensed on the surface of the 

sample will make a significant contribution to the heat capacity. Therefore, we took precautions to 

avoid condensation. To eliminate line-of-sight deposition on the sample by outgassing from the walls 

of the cryostat, we drilled a small hole in the cold finger of the cryostat and placed the metal bilayer 

side of the sample over this hole. We covered the other side of the hole by a glass slide to protect 

the sample surface. A small channel cut into the Cu cold finger allows gas to escape the space 

between the sample and the glass slide. 

g(T) is the thermal conductance per unit volume that describes the exchange of thermal energy 

between the electrons and phonons. In our experimental geometry, however, we also have to 

consider interfacial transport process that act in parallel and series with this volumetric thermal 

conductance. To facilitate discussion and modeling of the data, we describe the equilibration of 

electrons and phonons in the top metal layer by an effective thermal conductance per unit area 

given by the product of g(T) and the layer thickness h.  The TDTR measurements are sensitive to g(T) 

of the Au or Cu layer because hg(T) is much smaller than the electronic thermal conductance of the 

interface Gee, and much larger than the phonon-mediated thermal conductance of the interface Gph. 

The conductance hg(T) acts in series with Gee and in parallel with Gph. The characteristic length scale 

for electron-phonon equilibration at room tempreature is /el gΛ  
≈ 100 nm in Au and ≈ 60 nm in Cu. 

Thus, the electron temperature in Au or Cu is approximately homogeneous in the 20 nm layer. 

In most of our prior work using TDTR, we analyze the ratio of the in-phase and out-of-phase 

signals of the rf lock-in amplifier. However, because the out-of-phase signal becomes small at low 

temperatures, we found that a better approach in the present case is to analyze the in-phase signal 

normalized by the signal at 200 ps for the Pt/Au bilayer or at 125 ps for the Pt/Cu bilayer. These 
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delay times are chosen by the times at which the metal bilayer has nearly equilibrated, see Fig. 2. 

The relatively low thermal conductance GS of the Pt/sapphire interface inhibits heat flow into the 

substrate at short times, <300 ps. We use values for sapphire thermal conductivity from Ref. 30. GS is 

determined from the data at delay times >300 ps. Typical values of GS of Pt/Au sapphire for 

temperatures of 40, 80, 160 and 300 K are 14, 39, 74 and 105 MW m-2  K-1, respectively. A 20% error 

in GS propagates to less than a 7% error in g. 

 

Figure 2. In-phase thermoreflectance signal Vin(t) for the Pt/Au sapphire sample plotted as a 

function of delay time between the pump and probe laser pulses. The data are normalized by the 

signal measured at a pump-probe delay time of t = 200 ps. The solid line is the best fit to the 

experimental data using Gtot = 600 MW m-2 K-1 as the total thermal conductance of the Pt/Au 

interface. The dash lines are calculations using Gtot = 500 MW m-2 K-1 and Gtot = 700 MW m-2 K-1 to 

demonstrate the sensitivity of the measurement. 

 

To analyze the TDTR data [29,31], we adjust two free parameters, the total thermal 

conductance Gtot that connects the Pt and Au layers and the thermal conductance of the Pt/sapphire 

interface. All other parameters, including the heat capacities and thicknesses of the Pt, Au, and Cu 

layers, and the heat capacity and thermal conductivity of the sapphire substrate, are fixed by 

literature values or separate measurements. Gtot is the series sum of Gee and hg(T) with a 

contribution from phonon conductance Gph added in parallel: 
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Expanding Eq. 1 in the small parameters hg(T)/Gee and Gph/hg(T) gives 
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⎛ ⎞
= + −⎜ ⎟

⎝ ⎠          .                (2) 

Thus, g(T) ≈ Gtot/h with small corrections due to the electronic and phononic thermal conduction of 

the interface that oppose each other. 

We estimate Gee using prior measurements of the specific electrical resistance AR of Pd/Cu (AR = 

0.36 fΩ m2) and Pd/Au (AR = 0.23 fΩ m2) interfaces [32]; the Wiedemann-Franz law for interfaces 

[28,33] Gee= L0T/(AR), where L0 is the Lorenz number; and the assumption that the specific resistance 

of the interface is independent of temperature [34]. Following this approach, Gee > 20 GW m-2 K-1 at 

room temperature and the condition Gee >> Gtot is well satisfied. 

Gph is more difficult to estimate from experiment because most experimental research on the 

phonon-mediated thermal conductance of interfaces has used interfaces between metals with 

dielectrics substrates with relatively high Debye temperatures [35-37]. An exception is BaF2 studied 

by Stoner and Maris [35] who found Gph ≈ 0.1 GW m-2 K-1 near room temperature for Al/BaF2 and 

Pb/BaF2 and a smaller value, Gph ≈ 0.04 GW m-2 K-1, for Au/BaF2, presumably due to weak interfacial 

bonding between Au and BaF2 [38]. We conclude that Gph << Gtot and that the largest relative 

contribution of Gph to Gtot is for the Pt/Au sample. 



9 

 

Figure 3. Left axis: thermal conductance Gtot of the Pt/Au (filled circles) and Pt/Cu (open circles) 

interfaces plotted as a function of temperature. Right axis: the electron-phonon coupling parameter 

g(T) = Gtot/h, with h = 20 nm. 
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Figure 4. Electron phonon coupling parameter g(T) of Au and Cu plotted as a function of lattice 

temperature with comparison to the Kaganov theory [9] (Eq. 3 solid lines). Extrapolations of low 

temperature measurements (dash lines) for Cu [16] and Au [39] extend to 1/10 of the Debye 

temperatures. These extrapolations assume a T4 scaling in the low T limit. 

 

Our measurements of g(T) agree well with the prediction of the two-temperature model developed 

in 1957 by Kaganov, Lifshitz, and Tatanarov. The Kaganov theory is approximate: more rigorous 

treatments of electron-phonon coupling in metals are available [1,2] but the simple Kaganov theory 

appears to fit the data well and is straightforward to evaluate. The temperature dependence of the 

electron-phonon coupling parameter g(T) is given by the functional form F(T):
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where Θ is the Debye temperature of Au (162K) or Cu (347K), and g0 is the high temperature limit of 

g. The best fits to the g(T) data give g(300K) = 2.8 × 1016 W m-3 K-1 for Au and g(300K) = 7.5 × 1016 W 

m-3 K-1 for Cu.  

In high temperature limit (T >> Θ) [2]: 

22

0 ,
6 ( )

e em s ng
T T

π
τ

=                  

       
(4)

 

where me is the effective mass, s  the speed of sound, ne  the electron density, and τ(T)  the 

relaxation time [5]. At high temperatures, τ(T)T is approximately constant; me/(τ(T)T) can be 

obtained from the electrical resistivity. Using the Debye speed of sound, vD = 2.65 × 103 m s-1 for Cu 

and vD = 1.40 × 103 m s-1 for Au; and assuming one free electron per atom, Eq. 4 predicts g0= 2.1 × 

1016 W m-3 K-1 for Au and g0=1.2 × 1017 W m-3 K-1 for Cu. 

The fit of our data to Eq. 3 also allows us to make a connection to the values of g(T) measured in 

low temperature experiments. In Fig. 4 we compare an extrapolation of the T4 dependence of g(T) 

measured below 1 K [16,39]. The extrapolated g(T) are consistent with Eq. 3 to within 20%. 
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In summary, we have measured the electron-phonon coupling parameter g(T) of Cu and Au 

over a wide temperature range, 38 < T < 300 K that is not accessible to either conventional pump-

probe optical spectroscopy or electrical noise measurements. The temperature dependence of the 

data are consistent with the approximate theory of Kaganov et al. and a T4 extrapolation of data for 

g(T) previously measured in low temperature experiments. 
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